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ABSTRACT

Thermal conductivity of paper coating structures can be regarded
as an important property for many processes involving the appli-
cation of thermal energy on coated papers. This work analyses the
thermal conductivity of coatings in terms of their structure. A
Monte Carlo simulation-based particle deposition was used to
create idealised two-dimensional coating structures. They acted as
a master template for the superimposed parameters of a Lumped
Parameter Model for the calculation of thermal conductivity, in
which pigment and binder are treated as separate solid phases
within a fluid (air). Binder alone was initially assumed to provide
the necessary thermal connectivity. Comparison of the numeric-
ally calculated conductivities with corresponding experimental

14th Fundamental Research Symposium, Oxford, September 2009 1255



Philip Gerstner, Cathy J. Ridgway, Jouni Paltakari and Patrick A. C. Gane

results, obtained from ground calcium carbonate pigment struc-
tures, showed generally lower calculated conductivities and clear
differences in the change of conductivity when increasing latex
binder content. Two different mechanisms are suggested as the
cause of this lack of correlation. Firstly, it is shown that both the
simulation and the current Lumped Parameter Model do not
account sufficiently for pigment connectivity. This is the reason
for the underestimation, especially evident when no binder is
present. The nature of pigment connectivity is related to polymer
dispersant on the pigment surface and the surface crystallite
planar structures, if present, mostly related to larger particles.
Secondly, it is confirmed that surface and colloid chemistry
factors cause binder to accumulate first at pigment nodal points,
which causes a disruption of the pigment packing already at 6
w/w% binder. This creates inhomogeneity in the real coating
structure which is not accounted for by the homogeneous
assumption of the model. It could be shown that an introduced
parameter of pigment connectivity becomes lower for the binder
concentrations for which pigment disruption occurs. It is shown
that the method is sensitive enough in respect to refinement of
both pigment and latex connectivity factors to allow identification
and parameterisation of the subtleties occurring in real col-
loidally interactive particulate systems that are reflected in the
thermal conductivity response of the dried coating structure.

Keywords: Porous media, particle deposition, coating structure,
modelling, thermal conductivity, electrophotography, web drying,
thermal calendering, heatset offset

INTRODUCTION

Thermal conductivity of paper coating structures can be regarded as an
important property in many steps of coated paper production (drying) [1],
finishing (thermal calendering) [2], converting (heat sealing) and printing
(electrophotography, heatset web-offset) [3] as well as in the end use proper-
ties of specially coated grades (thermal papers) and barrier films. The rising
costs for energy continue to draw attention to ensuring its most effective use.
Processes, as mentioned above, involving the application of thermal energy
onto coated papers, may benefit from a better knowledge of the thermal
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transfer in two identifiable ways. On the one hand, the flow of energy and its
local effects should be better understood. This would enable optimisation of
the thermal efficiency by adjusting either the process parameters or the coat-
ing structure itself. On the other hand, better knowledge of the thermal
response of coatings also creates new possibilities to improve the product
quality. Especially in processes where interactions of the interface of the
coating layer play an important role, i.e. in printing, it is not only the coating
structure itself, but also the thermal response that the structure creates, which
ultimately affects the product quality.

Being multi-phase porous media, paper coatings show a complex relation-
ship between thermal conductivity and their structural properties. The binder
phase plays an important role in formation of the coating structure [4] and
therefore, porosity alone is found to be insufficient in describing the thermal
conductivity [5]. A generalised model, which is able to describe the relation-
ship of pigment and binder in the coating structure, is therefore required.
This work focuses on generating such a model and analyzes two-dimensional
pigment/binder structures created by a simulated particle deposition for the
subsequent parameterisation of a general Lumped Parameter Model for the
calculation of thermal conductivity of fine pigmented porous structures. We
separate the terms simulation and model: “simulation” being used in the sense
of “the imitative representation of the functioning of one system or process
by means of the functioning of another”, whereas the term “model” relates to
“a system of postulates, data and inferences presented as a mathematical
description of an entity or state of affairs” [6]. In this work, a Monte Carlo
based particle deposition is used for the simulation of coating structures,
while the Lumped Parameter Model is used to describe the thermal conduct-
ivity of the simulated coating structures.

In addition, the simulated particle packings are compared to real coating
structures in the form of cross-sectional scanning electron microscope (SEM)
images. The calculated effective thermal conductivities of the model for both
simulated structures and real structures are compared to experimentally
determined values. In this way, both the simulation and modelling have a
practical reference, and it is possible to point out valuable structural features
introduced in real systems that can be traced back to materials interactions,
such as colloidal instabilities manifest in rheological properties and the
dynamics of consolidation [7, §].
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MATERIALS AND METHODS
Outline

In this work, experimental thermal conductivities of a pigment-binder system
are compared with the thermal conductivities calculated by application of a
Lumped Parameter Model applied to two-dimensional simulated structures —
the simulated structure acting as a master template to determine the param-
eters of the superposed Lumped Parameter Model unit cell. In order to
compare directly experimental values with values obtained by simulation and
modelling, and thus examine and correct possible shortcomings of the simu-
lation and/or model, a separable analysis of the simulation and the model is
required.

The quality of the simulation compared with reality is first investigated by
replacing the 2D simulation master of the pigment-binder structure by cross-
sectional SEM-images of real coating structures, in which the latex binder is
distinguished from the pigment using osmium tetroxide staining. In this way,
the same modelling approach is applied for both 2D masters, simulated and
real, and the differences in the subsequent modelling results are then
exclusively due to differences in the natures of the masters, i.e. whether it is a
simulated structure or a real cross-section. Comparison of the modelling
results applied to the SEM cross-section master with the experimental con-
ductivity values also provides the possibility to discuss the individual thermal
properties used for modelling. The influence of connectivity in the simulation
is seen as a major corrective parameter.

Having examined and corrected the possible shortcomings of the simulated
master and confirmed the role of the individual material properties in the
model, the remaining difference of the modelled values versus experimental
values are exclusively due to the model alone. Here again we identify the
importance of connectivity not only as already stated in the simulation but
also in the model. By fitting model parameters to account for pigment con-
nectivity to the experimental results, information about the colloidal effects in
real coatings, which are neither accounted for in the simulation nor the mod-
elling, can be extracted.

Materials

Pigment-binder systems were studied over a range of binder addition level.
The pigment used in the experimental determination of thermal diffusivity
was an industry standard slurry-dispersed relatively coarse broad particle size
distribution ground calcium carbonate' (bcGCC), and the latex was a styrene

' Hydrocarb 60 (bcGCC) is a registered trademark of Omya AG
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Table 1. Summary of the particle data of the materials involved.

Experimental, Simulation SEM imaging,
Simulation
Latex SA SB
Dosages [w/w%) 0*, 4,6, 8% 12%, 20%, 25% 2,6,10, 14
Diameter [pum] 0.20 0.14
*Ref. [5] Ref. [9]
Pigment bcGCC nfGCC
PSD [w/w%]
<5pum 93 100
<2 um 60 95
<1 pm 40 75
dy, (weight median) [um] 1.6 0.6

acrylic? (SA) having a particle size of 0.2 pm and glass transition temperature,
T,, of 5°C. In addition, SEM cross-sectional image data from a previous
study adopting a similar range of latex addition [9] were used in comparison.
The pigment in this latter study was a finer ground calcium carbonate® having
a narrow particle size distribution (nfGCC), and the latex was styrene buta-
diene* (SB) of particle size 0.14 pm and T, 20°C. By studying the comparison
between particle packing simulation and the SEM images of nfGCC, it is
possible to derive the level of confidence, or shortfall, for the simulation.
Using the simulation then for the bcGCC correlations with experimental
diffusivity determined for the bcGCC could be established. The thermal
properties of the constituent components, i.e. pigment and latex, are identical
for the calcium carbonate component and only differ slightly for the two
lattices used in the coating structure series. A summary of the materials
involved is given in Table 1 and the literature values of their respective ther-
mal properties are shown in Table 2.

For the simulations of particle deposition, the particle size distributions
of both pigments were expressed as the log-normal distribution, having
the cumulative probability distribution function, P,(d), of particle diameter,
d:

2 Acronal S 360D (SA) is a registered trademark of BASF AG
3 Covercarb 75 (nfGCC) is a registered trademark of Omya AG
4 DL966 (SB) is a registered trademark of Dow AG
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1 In(d)-v
Pw(d)—2+2erf{—ﬁz_ } ()

where the parameters v and t were determined from the weight based particle
size distributions of the pigment data sheets. The fitted parameters were
v = 0.47000 and 7, = 0.89231 for the bcGCC pigment and v, =—0.5108
and t,,= 0.9237 for the nfGCC pigment. Because of the isometric nature of
calcium carbonate, the pigment particles could be assumed to be spherical for
the conversion of mass (volume) to number occupancy. The number based
distribution function becomes then:

_1 1 3 +In(d)-v
P,(d)= >+ erf{—ﬁr } (2)

Figure 1 shows the cumulative probability distribution functions of the actual
pigment systems as used in the simulations, containing 8§18 and 791 particles
for the bcGCC and nfGCC, respectively. Because of the very large number of
fine particles in the nfGCC systems, the smallest particle diameter for the
simulation of those systems was limited to d,;, = 0.1 pm in order to keep the
calculation demand in an acceptable range (see “Simulation of Particle
Deposition” below). The pigment was initially simulated as hard spheres
following the derived size probability distribution function.

The SA binder used in the experimental part, had been shown to act dis-
ruptively on the pigment packing both in the bcGCC pigment [5, 8] and the
nfGCC pigment [9] at certain low to medium dose ranges, and acting as
a hard sphere during consolidation. For the simulations, the binder was

Table 2. Summary of the thermal properties of the materials involved.

Heat Capacity c, Thermal Conductivity k
[Jkg' K] [Wim™ K]
Latex — Ref. [10]
Styrene Acrylate (SA) 559.8 0.21
Styrene Butadiene (SB) (454.8)* 0.25
Pigment — Ref. [11, 12]
Calcium Carbonate 880 2.7

* Literature value for polystyrene. This value is not required for the calculations in this study but
given for reference.
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Figure 1. Cumulative probability plot for the number based particle size
distributions of the bcGCC and nfGCC pigments. The plotted particle systems
contain 818 and 791 pigment particles, respectively.

therefore first described as mono-size rigid spheres. Both the measurements
of thermal diffusivity and the simulation of the particle deposition were
made for the binder-free pigment system as well as for binder concentrations
of 4,6, 8, 12, 20 and 25 w/w% based on pigment. The additional SEM data
were from a particle system containing SB binder and was simulated accord-
ingly for binder concentrations of 2, 6, 10 and 14 w/w% based on pigment.

Experimental
Tablet forming and measurement of thermal diffusivity

For the measurement of thermal diffusivity, pigment-binder tablets of the
coating colour formulations were formed following the method of Ridgway
et al. [13]. The coating slurry of initially 65% dry solids content was
dewatered by an applied overpressure of 20 bar through a fine membrane
(mesh size: 0.025 um). The semi-solidified tablets were then fully dried in an

14th Fundamental Research Symposium, Oxford, September 2009 1261



Philip Gerstner, Cathy J. Ridgway, Jouni Paltakari and Patrick A. C. Gane

© Wweight
e Polymer Stamp
e Pads of Fibreglass Wool

e Ring of Fibreglass Wool e F

e Polyurethane Foam

0 Fibre Plate | —» To Data Acquisition

e Heating Insulation ° ¢ /’l'

2
able

1

@ Heating Plate _‘

Figure 2. Measurement of thermal diffusivity of macroscopic pigment tablets [15].

oven at 60 °C for at least 12 hours. The measurement of thermal diffusivity of
the tablet material is based on a technique introduced by Gane et al. [14] and
further developed by Gerstner et al. [15]. The pigment tablets were subjected
to a temperature step (contact with a heating plate) on one side while the
temperature response on the other side is recorded (Figure 2).

The measured temperature response, along with initial and boundary con-
ditions, allows calculation of the tablet’s thermal diffusivity:

7’0 9w _
977 ot

h-(9-0) 3)

where D is thermal diffusivity [m*™], & is temperature [°C], ¢, is ambient
temperature [°C], z is the tablet thickness coordinate [m], ¢ is time [s] and & is a
heat loss term [s7].

Using the measured tablet densities as well as literature values for the heat
capacities of calcium carbonate and n-butyl acrylate for binder (see Table 2),
the thermal conductivities of the materials were calculated according to
Gerstner et al. [5].
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Porosimetry

A portion of each tablet was characterised by mercury porosimetry for both
porosity and pore size distribution using a Micromeritics Autopore IV mer-
cury porosimeter. The maximum applied pressure of mercury was 414 MPa,
equivalent to a Laplace throat diameter of 0.004 um. The mercury intrusion
measurements were corrected for the compression of mercury, expansion of
the penetrometer and, where appropriate, the compression of the solid phase
of the sample using the equation of Gane et al. [16]. Figure 3 shows the
measured pore size distributions.

In Figure 3 we see that the addition of binder at first increases the specific
pore volume, V' being expressed as volume per unit weight of sample, and
moves the typical pore size from ~0.1 pm to ~0.2 um. Further binder addition
reinforces the increased pore size and progressively reduces specific pore vol-
ume until the pores eventually become reduced again in size as the latex
effectively fills in the remaining pores as the critical pigment volume concen-
tration is approached.

Simulation of particle deposition

The simulated particle deposition is a simplified, two dimensional version
following the Monte Carlo approach by Vidal et al. [17]. At first, a virtual
domain is created. The height of the domain is the thickness of the wet

0.50 1
T 045 - Opph
g 0.40 -1 4pph
g 0.35 1 6pph
o 030 71 —8pph
3 0251 12pph
3 0.20 PP
[}] ———
£ 015 1 20pph
© 0.10 1 —25pph
S
® 0.05
£ 0.00

0.001 0.01 04 10
Diameter d [um]

Figure 3. Pore size distributions of the bcGCC tablet material at different binder
dosages.
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coating layer and is based on a specified target coat weight and the specified
initial solids content for pigment and latex. For the domain sides, periodic
boundary conditions apply. The width of the domain is defined in advance,
and comprises a balance of two considerations: on the one hand, the domain
must be large enough to provide a sufficient number of particles (to follow the
pigment particle size distribution) and also to be larger than the biggest
particle present, on the other hand, a small domain reduces the total number
of particles and therefore can greatly reduce the calculation demand. It was
found that a domain size of d;, = 10 um is an acceptable compromise of both
aspects. A particle deposition containing ca. 2 000 particles was calculated in
less than four hours on a standard office PC.

Table 3 summarizes some basic domain data.

The numerically generated pigment and binder particles are placed evenly
at random in the domain as in an idealised dispersed coating colour (Figure
4.a), i.e. ignoring any species interactive effects. The actual particle deposition
algorithm applies a minimisation of the particle potential energy in respect to
height. Each particle is moved by a small distance in a random, downward
oriented direction. In the first series of simulations, the move is accepted if no
overlapping with other particles occurs, thus describing the rigid sphere
approximation. This iteration is followed for each particle until no particle
can be moved for two consecutive iterations; the system is then regarded as
deposited (Figure 4.b). The resulting two dimensional quasi “cross-sectional”
structures are used as the basis (master template) for the parameter gener-
ation of the general Lumped Parameter Model to be used subsequently to
calculate the thermal diffusivity.

In order to study the effective thermal connectivity of the structure, identi-
fied as being necessary when compared with the experimental data, a slightly
different approach was followed in a second series of simulations by allowing
slight overlapping of the particles (soft sphere model). This takes account of
the irregular shaped pigments, the adsorbed polymer layer (dispersant) and

Table 3. Standard data for the domains used in the simulations.

Domain
Width 10 pm
Initial solids content 65 wiw%
Target coat weight 20 gm™
Binder concentrations 0-25 wiw%
Number of particles ~1-3k
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Figure 4. a) Initial domain (d, =10 pm) with randomly distributed particles

(8 w/w% binder). b) The same domain after particle deposition and c) the domain split

into three lateral sub-domains (ds, = 3.3 pm) with a superposed lumped parameter
unit cell developed for each sub-domain.

of the action of the consolidation of latex spheres. This approach will be
considered in more detail when considering the role of connectivity in initiat-
ing transferring thermal contact.

Since both the generation of the pigment particles and the particle
deposition process are of a statistical nature, four replicates were calculated
for each configuration.

Modelling of effective thermal conductivity (simulation master)

After deposition of the particles in the domain, it is split into several
sub-domains. For each sub-domain a unit-cell of the Modified Lumped
Parameter Model (Figure 5) is superimposed. The unit-cell permits the
calculation of the effective thermal conductivity of the coating structure [18].
The following section introduces the Lumped Parameter Model in more
detail including the effect of sub-domain size on the effective properties
subsequently derived.

The Lumped Parameter Model (LPM )
Each unit cell is based on the Lumped Parameter Model proposed by Hsu et

al. [19]. The effective thermal conductivity of each unit cell is calculated by
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Figure 5. Unit cell of the modified lumped parameter model [18].

splitting up the cell structure into an arrangement of serial and parallel ther-
mal resistors.

The unit cell consists of a first, square, solid phase k,; that represents the
pigment. Its size is controlled by the pigment variable a. Placed as a propor-
tion of material contact with the pigment is a second solid phase k,,, repre-
senting the binder. The width of the “binder bridges” is defined by the binder
variable c¢. The rest of the unit cell is filled with air (fluid, f) k. The total
effective thermal conductivity &, of the unit cell for ¢ < a is then given by:

k c a—-c 1-a

b Oaru (-Datl (u-tesl “)

where 4 (= kj/k,) is the conductivity ratio of the fluid phase to the pigment
phase, and u (=k/k,,) is the conductivity ratio of the fluid phase to the binder
phase. For the conductivities of the individual phases, the appropriate litera-
ture values are used [10, 11, 12]. The original domain of the deposited particle
system (Figure 4.b) is divided into several square sub-domains for each of
which the variables a and c¢ are calculated individually. The pigment variable a
is given by the relative pigment area 4, in a sub-domain:

a=4, ®)

and the binder variable ¢ can be calculated by the definition of the unit cell
porosity (see Figure 5):
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¢(a, c) =1+2ac—2c—d’ (62)
) _p-1+a’
ca.9)= 72(6{ ) (6b)

In this way, the porosities of the model unit cells equal the porosities of the
structural sub-domains. The resulting unit cells can then be assigned to
the according sub-domain in the coating structure (Figure 4.c) to calculate
the overall porosity and effective thermal conductivity. The same approach
will be followed to generate the model parameters ¢ and ¢ based on image
analysis of cross-sectional SEM images of coatings.

In order to exclude effects of surface roughness and surface porosity of the
simulated structures, when calculating the overall properties of the coating
structure, the top or boundary layer in the coating structure (compare Figure
6.a) is determined as the uppermost row of unit cells with a porosity of not
larger than 35%. In Figure 4.c, for example, only the two lower rows of unit
cells would be used for calculation of the overall properties.

Figure 6. a) Domain split into ten lateral sub-domains and unit cells for each sub-
domain. b) The same domain with a single sub-domain and unit cell.
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The effect of sub-domain size

The number of lateral sub-domains in both a simulated structure and SEM
cross-sections, and therefore the number of unit cells, does have an influence
on the calculation of specific values of thermal conductivity. A large number
of sub-domains (smaller sub-domains, Figure 6.a), generates more informa-
tion on the homogeneity and isotropy of the coating structure but it is more
susceptible to those irregularities, whereas larger sub-domains can even out
inhomogeneities (Figure 6.a).

Figure 7 shows the calculated effective thermal conductivity of the simu-
lated coating structure, i.e. the entire domain (d,, = 10 um), as a function of
the sub-domain size dg,. For large sub-domains (one, two, three or four lat-
eral sub-domains), the calculated thermal conductivity is fairly constant.
When the sub-domain size is in the area of the pigment particle size (ds;, = 2
um, 5 lateral sub-domains), there is a distinct drop in the calculated values.
Another drop occurs at the general size of the binder particles, confirming
that sub-domains smaller than the present particle sizes are more susceptible
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Figure 7. Effective thermal conductivity and porosity of a simulated coating
structure obtained in combination with the Lumped Parameter Model as a function
of the sub-domain size.
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to “weak spots” in the structure. This can be observed in Figure 6.a, where
the sub-domain size is ds, = 1 pm. Some sub-domains are entirely filled by
pigment, whereas others show a high binder amount or, conversely, a high
porosity.

Similar to Figure 7, Figure 8 shows the calculated effective thermal con-
ductivity of the SEM cross-sectional coating structure (see next chapter). The
same trend as in Figure 7 can be observed, although the drop in the thermal
conductivity does not occur as distinctly as for the simulated structure. This is
most likely due to the more random nature of the pigment and binder areas
in the cross-sectional cuts, compared to the mathematically defined particle
size distribution of the simulated structures. However, both figures show that
a sub-domain size of dg;, = 3.3 um (three and six lateral sub-domains for
simulation and SEM images, respectively) is above the critical sub-domain
size, while it still provides information on the homogeneity and isotropy of
the structures. For future calculations a sub-domain size of dg;, = 3.3 pm will
be used.

© k. (6W/w%, SEM +LPM) 8 o,

0.45 - - 45%
3; 0.40 - § é § L 40%
2 ¢
< 035 - - 35%
2 3 2,
£ 030 - - 30% B
[+ . 0 (7]
3 o
'g ]
S 025 - 259%
g

0.20 1 - 20 %
2 e 0 n ;

015 L) L) L L L 15%

2 4 6 8 10 12
Sub-Domain Size dsp [pum]

Figure 8. Effective thermal conductivity obtained by SEM imaging in combination

with the Lumped Parameter Model as well as porosity as a function of the sub-

domain size. The porosity is determined as the average void area fraction of the unit
cells in an SEM cross-section image.
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Furthermore, Figure 7 and Figure 8 show the porosities calculated as the
void area fractions of the simulated and of the SEM cross-sectional struc-
tures. The simulated porosity remains largely independent of the sub-domain
size. As it is the porosity of the simulation domain, it is quite clear that the
simulated pore area in the domain does not change by decreasing the sub-
domain size. However, by changing the sub-domain size in simulated
domains, the position of the boundary layer changes slightly. This is the
reason for the kink in the porosity curve of Figure 7.

SEM cross-section imaging and thresholding (SEM master)

The SEM cross-section images were provided from a previous study [9] as a
means to compare the simulated particle structures to real cross-sectional
data. The methodology and equipment used is described in [20]. A high
resolution field emission scanning electron microscope (FE-SEM, Jeol JSM
6335 F) was used in the element contrast mode (backscattered electron detec-
tion). The samples were prepared using the same tablet forming techniques as
described above. The SB latex was made visible by a treatment with osmium
tetroxide. Figure 9 shows a cross-sectional image of a tablet containing 6 w/
w% binder. In this image, the pores are distinguished as dark areas whereas
the stained latex appears bright. Thresholding was used to identify clearly the
three different phases.

Many different thresholding techniques exist, not least because of the great

Figure 9. Original SEM image of a 6 parts latex tablet structure. The OsO, stained
latex appears in a brighter tone.
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variety of application fields and their individual requirements. For the
thresholding of the SEM images a one-dimensional maximum entropy based
algorithm based on the work of Kapur ez al. [21] was used. Because of the
three phases present, two thresholds need to be found: the air-pigment
threshold ¢, and the pigment-binder threshold #,. Let P; be the normalised
histogram of the grey level image, where 0 <i< L — 1 for L = 256 grey levels,
then the total entropy f, of the histogram, segmented by ¢, and ¢,, is given by:

fz(tl,tz)zH(O,t1)+H(t1,t2)+H(t2,L) (N

where the entropy H(a, b) of a histogram segment from a to b is:

‘. p P
Hlab)= _g,: a)(a,b)ln w(a,b) ®
and:
ola.b)=3P ©)

The optimal thresholds are the grey levels that maximize the total entropy of
equation 7. The normalized histogram P; is based on the grey level data of a
single SEM image. For each binder level, 25 cross-sectional images where
analysed. Figure 10 shows the threshold image for an air-pigment threshold
of ¢, = 77 and a pigment-binder threshold of 7, = 163.

Figure 10. Threshold image. For a better comparison, the phases are colour coded as
in the simulated structures (compare Figure 4.b).
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Figure 11.  Unit cell image. Superposition of LPM unit-cells onto the SEM threshold
image.

After identifying the phases of pigment, binder and air in the SEM images,
the unit-cells of the Lumped Parameter Model were superimposed onto the
cross-sectional image according to the local area of the respective phases.
Figure 11 shows the unit cell image of the same cross-section as in Figure 10.
It can be seen that the unit cell parameters for pigment and binder follow the
local concentrations of the phases as identified by the thresholding.

RESULTS AND DISCUSSION
The effect of binder content
Experimental and simulated structures

Figure 12.a shows the thermal conductivities calculated from the thermal
diffusivity measurement of the tablet material (experimental) as well as the
numeric effective thermal conductivity calculated for the lumped parameter
unit cells of six (2 X 3) sub-domains in the equivalent hard sphere simulated
coating structure. There is a clear difference in the general level of thermal
conductivity. This difference can be only partially accounted for by the poros-
ity differences between the simulated two-dimensional structures and the
experimental porosity (Figure 12.b). This finding reconfirms the non-trivial
relationship between the two dimensional void area and the three dimen-
sional pore structure [9, 20], but, despite the better agreement on porosity at
binder levels below 10 w/w% the difference in conductivity in this region is at
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Figure 12. a) Effective thermal conductivity of the bcGCC coating structures

measured experimentally from tablet material and calculated numerically by

application of the lumped parameter model to simulated deposited hard sphere

particle system. b) Porosity of bcGCC coating structures measured experimentally

by mercury porosimetry, and porosity calculated as the simulated void area fraction
over all sub-domains as a function of binder content.

14th Fundamental Research Symposium, Oxford, September 2009 1273



Philip Gerstner, Cathy J. Ridgway, Jouni Paltakari and Patrick A. C. Gane

its greatest. This initial gap between experimental and numeric will be given
special attention as it relates to the connectivity differences (see Connectivity
of Coating Structures) between perfect spheres and the real situation of pig-
ment particle asymmetries and the important role of adsorbed dispersant
polymer (polyacrylate) used during the pigment slurry manufacture.

A peak in the experimental thermal conductivity (Figure 12.a) occurs for a
binder content of 6 w/w%. Below this packing-critical binder concentration,
the connectivity of the structure increases by adding binder, and the position-
ing of latex at the pigment contact points in the real experimental case leads
to a disruptive packing effect. Above the critical disruption concentration,
the rigid latex particles start to fill the structural voids, and, due to its inher-
ent insulating property, progressively lower the effective thermal conductivity.
This is consistent with earlier work by Ridgway and Gane [7], showing the
disruptive interaction of latex in the viscosity response of coating colours,
and also with work by Gane et al [9] showing the pigment disruption in
Os0,-stained cross-sectional SEM images. In contrast to the experimental
conductivities, the numeric values show a monotonic increase in thermal
conductivity up to a binder concentration of 12 w/w%. This difference is
most likely initially due to the missing connectivity in the simulation between
the pigment particles, but which occurs in real systems due to particle
anisotropy and adsorbed dispersant polymer. In the simulation, therefore,
conductivity keeps increasing upon adding binder until the maximum con-
nectivity (of the unit cell) is reached at very high binder levels, and from
thereon conductivity reduces by adding more binder. The generally large
difference to the experimental results requires further discussion and a
discussion of necessary reality-driven corrective factors.

SEM cross-section images

Figure 13 shows the results obtained by superposition of the Lumped Par-
ameter Model unit-cells onto the thresholded SEM cross-sectional images. It
should be kept in mind, however, that in Figure 13, different types of particle
systems are compared: the experimental values are from the bcGCC system
with SA latex and the SEM images relate to the nfGCC system with SB latex.
Since the material properties of both the experimental and the modelled
SEM system should be identical for the pigment and very similar for the
binders concerned (compare Table 2), three possible reasons for the difference
of the curves in Figure 13.a come to mind:

a) The two experimental coating structures are fundamentally different,
especially in the lower range of binder dosages.
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Figure 13. a) Effective thermal conductivity of the coating structure measured

experimentally from tablet material (bcGCC, SA latex) and calculated numerically by

application of the lumped parameter model compared to that applied to SEM cross-

sectional images (nfGCC, SB latex). b) Porosity measured experimentally by

mercury porosimetry (both bcGCC and nfGCC) and porosity calculated as the void

area fraction over all sub-domains as a function of binder content from the SEM
images (nfGCC, SB latex).
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b) There is a general discrepancy caused by the interpretation of the coating
structure by the LPM.

c) The literature material values chosen for modelling differ from the actual
material properties.

In contrast to Figure 12, no particle simulation is involved, rather it is merely
the application of the model to a real coating structure (SEM master). It can
be noted in Figure 13.a that the predicted thermal conductivities by the
model are initially still lower than the experimentally measured ones. Also the
cross-sectional porosities, or void areas, are lower than the ones measured by
mercury porosimetry, even though the trend of decreasing as a function of
higher latex dose is followed very well.

It is unlikely that the difference of bcGCC and nfGCC (point a)) is
accountable for the large difference in thermal conductivity seen in Figure 13.
Especially since the difference is even larger in Figure 12 for the same pig-
ment/binder system.

As for point c), one can see for the higher binder contents in Figure 13.a
that both curves are approaching a common level of ca. 0.5 Wm™K™". This is
a good indication that the material value for binder in the model is of the
right magnitude. This was not obvious, since Figure 12.a showed a very large
difference even for higher binder contents. Neither can the initially large
difference in thermal conductivity be accounted for by the material value of
pigment, since it is identical. Assuming an infinitely high conductivity of
pigment, equation 4 reduces to:

&z ¢ c-a. l-a (10)
k; ull—a) a-1 (u-1)c+1

The point for 6 w/w% binder in the SEM data has an average lumped par-
ameter model pigment factor of @ = 0.7884 and binder variable ¢ = 0.3600.
For these unit cell properties, the maximum effective thermal conductivity
(for a superconductive pigment) becomes k'™ = 0.4156 Wm™'K™". This is still
significantly lower than the experimental value. In fact, this example illus-
trates the great influence of the connecting phase (binder bridges in this stage
of the LPM) in the effective thermal conductivity. As the interpretation of
connectivity by the model is crucial, point b) of the possible reasons seems
most plausible and a further discussion on connectivity is required in order to
improve the simulation and to understand better the role of pigment and
binder addition.
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Connectivity of coating structures

The previous discussion regarding the simulated and experimental values
showed a significant difference in thermal conductivity between observed and
the LPM modelled structure, mainly at low binder concentrations or binder
free systems. It was hypothesised that this difference is due to the differences
in connectivity of the structures. Figure 14 shows a hard sphere simulated
binder free particle system; the domain alone is seen in Figure 14.a, the
domain and the superimposed LPM unit cells shown in Figure 14.b. Figure
14 illustrates that the problem of connectivity is twofold.

At first, we note that the particles in the simulations are ideal circles; they
only have point contacts to other particles, which is theoretically equivalent
to no contact area at all. This is in contrast to real pigment particles having
irregular particle shapes and shape distributions as well as adsorbed dispers-
ant polymer on the pigment surface. Both factors effectively create a larger
pigment-pigment interface, or pigment connectivity. This difference in con-
nectivity of a binder free system is due to the nature of the simulation using
rigid, ideal spheres. It is the zero conductivity difference of the simulation,
Aks.

The second difference in connectivity is directly due to the nature of the
Lumped Parameter Model. The original approach restricts connectivity
to the binder phase alone. If no or little binder is present, there are no

Figure 14. a) Domain of a simulated binder free coating structure. b) The same
domain with superposition of the LPM unit cells. The lack of connectivity in the
model is responsible for the zero value of calculated conductivity.
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connecting bridges per se to take the pigment connectivity into account (see
Figure 14.b), even if there were area contact between simulated pigment
particles. As the previous discussion showed, this difference can be quite
significant and it is not related to the cross-section (whether it is simulated or
it is an SEM image), but to the model. It is the zero conductivity difference of
the model, Ak. The total initial difference in conductivity, Ak,, (for the
binder free system) in Figure 12.a, is thus

Ak, =|k,(0)-£,(0) (11)

and can be expressed as

Ak, = Ak) + AK) (12)

The following sections will first examine ways to quantify the connectivity
differences of simulated coating structure and model for binder free systems
before the connectivity of binder will be further discussed.

Connectivity of the simulation

It was pointed out that the difference in structural connectivity is due to the
irregular shape of real pigment particles as well as the presence of adsorbed
dispersants on the pigment surfaces. With a certain amount of overlapping,
the point contacts between the particles will extend to contact areas. This
contact area approach can be done without modifying the deposition algo-
rithm. Merely a modification of the overlapping condition is required to
make the particles seem smaller due a “soft” surface layer. The thickness of
the soft layer s, is based on the absolute size, the radius r, of a particle 4:

s,=&,7, (13)

where &, is the overlap factor, a coefficient of softness. Larger pigment
particles appear therefore “softer” to account not only for the adsorbed
poly-dispersant but also for the irregular shape of pigment particles. The
overlapping condition for two particles 4 and B becomes then:

\/(xA_xB)z-'_(ZA_ZB)z {rA(l_gA)_{—rB(l_gB) (14)
where &, = £, if A and B are of the same material.

While soft particles will have a contact area, the porosity will also be
reduced because the particles will form a denser packing. Porosity can there-
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Figure 15. Effective thermal conductivities for simulations with rigid pigment
spheres and soft pigment spheres (&, = 3%) as well as the experimental thermal
conductivity for the binder free pigment structure.

fore be used as the control parameter to identify the overlap factor of pig-
ments. Figure 12.b shows an experimentally measured porosity of 25% versus
a simulated area porosity of 32% for the simulated structure. The question is
what overlap factor (softness of pigments) would be required to match the
experimental porosity at zero binder level. By performing a series of particle
depositions with varying overlap factors, it was found that for a pigment
overlap factor of &, = 3% the porosity of the binder free simulated packing
largely matches the experimental porosity. Figure 15 shows the calculated
effective thermal conductivities for the simulation with rigid spheres and with
a soft sphere packing to match the experimental porosity as well as the
experimentally measured conductivity. It is seen that the zero conductivity
difference of the simulation Ak{ is much smaller compared to the remaining
difference Ak}’ accounted for by the model connectivity. It is therefore vital to
discuss the pigment connectivity and its role in the LPM. This will be done in
the following section, Developing Connectivity of the Model.

Applying particle overlap to simulation

In addition to the soft sphere approach for pigments, it can be extended to the
binder as well. The binder phase is much softer and is likely to form interdif-
fused layers where binder particles touch. To reflect this, the binder would
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need a higher overlapping factor compared to pigment. Figure 16 shows the
same comparison of experimental values and simulated values as in Figure
12, but the particle deposition is now made allowing an overlap of &, = 3%
for pigment and &, = 40% for binder. While the general shape of the simu-
lated thermal conductivity curve does not change compared to Figure 12.a,
the thermal conductivities of the higher binder levels approach the experi-
mental values and are similar to the level seen in Figure 13.a. This reconfirms
the choice of the material value for binder and points out that the large
conductivity difference (of higher binder levels) in Figure 12.a is due to the
deficiencies of the hard sphere approximation simulated structure.

Figure 16.b shows that the porosities for the system allowing particle over-
lap, agree better with experimental values, especially at higher binder levels.
Despite the generally better agreement for higher binder contents, the ther-
mal conductivities of lower binder levels are still distinctly less than the
experimental values. Because the conductivity difference of the simulated
structure is accounted for in this curve, the remaining difference is that caused
by the connectivity interpretation of the Lumped Parameter Model alone.

Developing connectivity of the model

In the original approach of the Lumped Parameter Model, it is only binder
that provides connectivity. The absence of any means to connect the unit cells
of binder free systems (see Figure 14.b) leads to an underestimation of ther-
mal conductivity compared to real systems. The remaining conductivity dif-
ference Ak’ is therefore the missing pigment connectivity which needs to be
included in the model. This can be done by introducing “pigment bridges” to
connect the unit cells instead of or in addition to binder bridges. This is an
inverse mathematical problem of the system of equations (4) and (6.b)
which need to be transposed to a’ = f,(k,, ¢’) where ¢’ = f.(¢, @’) so that for a
given effective thermal conductivity k, (the experimental value) and a given
unit cell porosity ¢ the new pigment factor a” and the pigment connectivity
variable ¢’ are returned. In other words, it is the question of what amount of
pigment needs to be shifted from the central pigment phase to the bridging
function in order to get the measured thermal conductivity while maintaining
the unit cell porosity. This is illustrated qualitatively in Figure 17.a. Note that
if the central phase and the bridging phase are of the same material, it gives
u =7 and equation (4) simplifies. Still, the calculations involve solving a
fourth degree polynomial equation. Hence, there will be four different solu-
tions of which at least one should be physical.

When using the soft sphere approach for the bcGCC system and allowing a
pigment overlap of & = 3%, the sub-domains of the binder free structures
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Figure 16. a) Effective thermal conductivity of the coating structure measured

experimentally from tablet material and calculated numerically by application of the

lumped parameter model to simulation deposited particle system with the soft sphere

approach (&, = 3%, &, =40%). b) Porosity measured experimentally by mercury

porosimetry and porosity calculated as the void area fraction over all sub-domains for
the soft sphere approach as a function of binder content.
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Figure 17. a) Corrected pigment factor ¢” and new pigment connectivity variable ¢’.
b) Replacement of pigment connectivity ¢’ by binder connectivity ¢. c¢) Binder
connectivity

have an average porosity of ca. 25% and an average pigment factor of
a = 0.8643 for the original unit cells. To reach the experimentally measured
thermal conductivity of k, = 0.6 Wm™K"™" at constant porosity, the corrected
pigment factor becomes @’ = 0.8225 along with the new pigment connectivity
variable of ¢’ = 0.1926. This is merely the initial pigment connectivity of the
binder free system since both ¢’ and ¢’ are a function of the binder dosage.
When increasing the binder dosage, the total connectivity increases. In terms
of the unit cell it means that the width of the connecting bridges increases.
However, while doing so, part of the pigment connectivity is being replaced
by binder connectivity, effectively shifting some of the connecting pigment
back to the central pigment phase (Figure 17.b). This could be an explanation
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for the maximum of thermal conductivity observed for the experimental
values. Starting with pigment connectivity only, the binder-induced connect-
ivity, and therefore the total conductivity, is increasing when adding binder.
Since at the same time, the pigment connectivity is continuously replaced by
binder, the thermal conductivity goes through a maximum when the inher-
ently lower conductivity of binder begins to dominate the total connectivity
of the structure. Further addition of binder does increase the connectivity
(width of the bridges in the unit cells), but it lowers the conductivity because
of the insulating nature of binder compared to pigment. However, as we shall
see later, this proposal does not account totally for the local magnitude of the
maximum.

Comparison of simulated structures with SEM cross-sections

So far the discussion has focused on the calculated values of the Lumped
Parameter Model for the simulated structures and the SEM cross-sections in
relation to the experimental values. But in order to characterise the particle
deposition simulation independently of the model, it is required to compare
the model data for the SEM cross-sectional images directly with the model
data of the corresponding simulated structures. This comparison is given in
Figure 18. The simulations were done using the same overlapping param-
eters as for the bcGCC system (&, = 3% for pigment and &, = 40% for
binder) and, for the model calculation, the original LPM approach allowing
merely binder connectivity was used. With the exception of the 10 w/w%
binder point, the thermal conductivities for calculated SEM cross-sections
and simulated structures, as shown in Figure 18.a, agree remarkably well.
The previous discussion showed the great influence of the binder connection
phase on effective thermal conductivity. The fact the thermal conductivities
agree so well for both approaches is, therefore, an indication that the binder
amount in the SEM cross-section images was correctly identified by the
thresholding algorithm. The calculated porosities, shown in Figure 18.b,
differ slightly more for 10 and 14 w/w%. This difference, as also their differ-
ence compared to the experimental values, shows once again the problem of
comparing two dimensional void areas to three dimensional pore volumes

[9].

Colloidal effects

When adding the functionality of pigment connectivity to the unit cell of the
LPM, as it was described earlier and was shown in Figure 17.b, the equation
(4) extends to:
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Figure 18. a) Effective thermal conductivities calculated with the Lumped Parameter

Model for both the SEM cross-sectional images and for the corresponding simulated

domain with the soft sphere approach (¢, = 3 %, &, =40 %). b) Porosity calculated

as the void area fraction over all sub-domains for the SEM cross-sectional images and
the simulated domain using the soft sphere approach.
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Furthermore, the definition of unit cell porosity changes to:
¢5(a',c') =1+ 2a'(c'+c)— 2(c'+c) -a’ (16)

Both equations form a fifth order polynomial system which can be solved
numerically to fit the effective modelled thermal conductivity of a unit cell to
the experimentally measured thermal conductivity. The unit cell is defined by
the void area fraction (porosity) as well as the area fractions of pigment
and binder. With the given area fraction of binder that forms the binder
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Figure 19. Extended unit cell pigment connectivity ¢’ and binder connectivity ¢ as a
function of binder content.
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connectivity, one can calculate the pigment connectivity ¢’ required to achieve
the experimentally measured thermal conductivity for the corresponding
pigment and void area fractions of the unit cell. Figure 19 shows the calcu-
lated pigment connectivity ¢’ along with the given binder connectivity ¢ of the
unit cells for different binder dosage. It can be seen that, in contrast to the
earlier prediction, the pigment connectivity ¢’ decreases for binder concentra-
tions up to 8 w/w% and then levels at higher binder contents. The fact that the
pigment connectivity at the initial addition of binder is lowered reconfirms
the observations made by Gane ez al [9]. For low concentrations of binder,
colloidal forces drive the latex particles away from the bulk water phase of the
forming pores towards the pigment contact points. This effective rejection of
the binder from the liquid phase of the pigment results in a disruption of the
pigment packing for lower concentrations of latex particles and this is the
reason for a decrease in pigment connectivity factor ¢’ for those concentra-
tions. This captures, in essence, the effect of observed depletion flocculation.
For higher concentrations of binder, the phase separating placement of latex
particles at pigment contact points reduces, as the colloidal force imbalance
of latex particles in presence of other latex particles will be smaller as the
environment contains more binder. Pigment connectivity will therefore stabil-
ise itself at higher binder contents.

CONCLUSIONS

A Monte Carlo simulation-based particle deposition was used to create two-
dimensional coating structures which acted as the master for the parameters
of a Lumped Parameter Model for the calculation of thermal conductivity.
Additional comparison was made between the simulated structure and cross-
sectional SEM analysis of coating structures, providing information concern-
ing the limitations in correlation between the simulation assuming a hard
sphere model and the experimental projected area porosity. Identifying that
hard sphere simulation underestimates the contact area of pigment, due to
the adsorbed polymer dispersant layer and particle surface irregularity, it was
possible to define a pigment particle overlap for the case when no binder was
present. Compressibility of the binder further contributes to the connectivity
arising from the presence of the binder. This has particular relevance to the
Lumped Parameter Model, for which a modified set of parameters was
defined incorporating both connectivity factors based on both pigment and
binder overlap.

Surface and colloid chemistry factors cause binder to accumulate first at
pigment nodal points, which causes a disruption of the pigment packing up
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to 8 w/wY% binder. It was shown by fitting the modelled thermal conduct-
ivities to the experimental values that the pigment connectivity is in fact
lowered at the binder concentrations for which pigment disruption occurs. It
is proposed, therefore, that these methods of imaging, pore structure analysis
and thermal conductivity can be used to identify and parameterise subtleties
in connectivity in real colloidally interactive particulate systems, based on
deviations between simulations and modelling, and experimental values.
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APPENDIX
Log-normal distribution and error function

For generation of particle sizes in the simulations of particle deposition, the
particle size distributions are chosen to follow a log-normal distribution. The
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log-normal distribution is a probability distribution of a variable whose
logarithm is normally distributed. If X is a random variable with a normal
distribution, then Y = e* has a log-normal distribution. Or in return, if Y is
log-normally distributed, then In(Y) is normally distributed.

A log-normal distribution is, therefore, an analogue to the probability
density function of a normal distribution,

Pomal (X) = ; (37 I— (A] )

Tnnnna] v 272.

where v,,ma and 7., are the mean and standard deviation, respectively,
such that the probability density function for the particle size d of a log-
normal distribution is defined as:

) viogroma f

1 27, 2
d ’ og-normal d = ¢ log-normal (A2)
Piog 1( ) S ﬂ

where Vigg normar 18 the mean and 7y, yorm the standard deviation of the vari-
able’s natural logarithm. Figure Al.a shows the probability density function
of the log-normal distribution having the parameters v;,, yorma = 0.47000 and
Tiognormat = 0-89231 (used to describe bcGCC). Note that the curves shown in
the following figures are based on weight percent. For generation of particle
systems in the simulations, the distribution functions were converted to a
particle number based form.

Integration of equation 2 delivers the cumulative distribution function,
shown in Figure Al.b:

11 ln(d)— Vlog-normal
. oL, 1o A0 Vi 3
]og.nmmal( ) 2 * 2 “ [ \/sz)g.mrmal (A )

for which erf(x) is the Gauss error function, defined as:

2 e
erf(x) =—= |e" dt Ad
7 .
Fitting of the particle size distribution
The fitting of the log-normal distribution to the particle size distribution

measured by the Sedigraph method, was done using the two points of the
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Figure Al. a) Probability density function, p,(d), of the log-normal distribution for
Viog-normat = 0-47000 and 7y, porma = 0.89231. b) shows the corresponding cumulative
probability function.

mean particle size (ds5, — the weight median particle size, i.e. the size at which
50 wt% of the material is finer) and the top cut (dy — the size at which 98 wt%
of the material is finer). A comparison of the experimentally measured par-
ticle size distribution and the current fit is given in Figure A2. It shows that
the fitting using median and top cut, results in a good fit for particles larger

1290 Session §: Coating and Printing



A Structural Analysis of the Thermal Conductivity of Paper Coatings

than 2 um. However, for smaller particle sizes the fitting underestimates the
weight percentage, i.e., the gap of the log-normal curve to the Sedigraph
measurement curve widens. Nonetheless, for reasons of computational

o
100 -

90+ \ 1x . —
80 - a 1 I —
70 ‘- -

so LT LT ] _\v ........ |
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Figure A2. a) Sedigraph data of the bcGCC (Exp) compared to the log-normal

cumulative weight, w, distribution, P,(d), based on top cut (Vg norma = 0.47000 and

Tiognormal = 0-89231) and the log-normal cumulative distribution fitted to the fines

fraction (Vipgnormar = 0.397662 and 7,4, yorma = 1.48027) b) shows the corresponding
probability density functions, p,(d).
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tractability, as we go on to elucidate, this distribution has been chosen for the
simulations.

Alternatively, one can make a second fitting of a log-normal distribution to
only the measurement data finer than 2 um. This results in a better approxi-
mation of fines, but in a considerably worse replication of coarser particles.
Theoretically, a weighted combination between both fittings would be pos-
sible. However, the very large number a fine particles requires further
consideration.

When using the parameters of the fines fitting (Viognorma = 0.397662,
Tiognormal = 1.48027) to generate a particle system for simulation, this results in
a computationally unreasonable large number of particles. Compared to the
particle system of the coarse particle fit, containing a number ca. 1 000 to 2
000 particles (see domain data in the main article), the fines fit particle system
contains ca. 300 000 particles. Since the calculation demand of particle over-
lapping increases with approximately 2" for N particles, and the demand of
the statistical particle deposition algorithm is increasing as well, it leads to
unfeasible calculation times for today’s PC systems, and is even laborious for
super or cluster computing solutions (compare ref. [17]).

In addition to the computational reasons for choosing the coarse particle
fitting size distributions, there are further geometrical considerations. In two
dimensional packing simulations the difference to real three dimensional
systems, in which additional interactional forces are also present, is likely to
be large in itself, irrespective of the goodness of fit for the particle size distri-
bution. This holds particularly true for the simulations in this study, because
of the absence of any surface chemical forces in the simulations. For simulat-
ing the surface chemical forces, the fines become increasingly important
because of their large specific surface.
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A STRUCTURAL ANALYSIS OF THE
THERMAL CONDUCTIVITY OF
PAPER COATINGS: APPLICATION
OF PARTICLE DEPOSITION
SIMULATION TO A LUMPED
PARAMETER MODEL

Philip Gerstner,' Cathy J. Ridgway,* Jouni Paltakari'
and Patrick A.C. Gane'*

"Helsinki University of Technology, Faculty of Chemistry and Materials
Science, Department of Forest Products Technology, Vuorimiehentie 1A,
P.O. Box 6300, 02150 Espoo, Finland
’Omya Development AG, CH-4665 Oftringen, Switzerland

Bill Sampson University of Manchester (from the chair)

You have done this particle deposition, and so you effectively have Monte
Carlo simulation and then you split that up to do the lumped parameter
model. Have you looked at how different random seeds in that particle
deposition affect the outcome of your simulation?

Philip Gerstner

Random seeds?

Bill Sampson

You make one structure by settling down the particles in a stochastic way, but
if you do it again you will get a different structure. How characteristic is that
structure?
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Philip Gerstner

Of course, we did a number of those simulations and used the mean values
for that and I have also plotted the standard deviation.

Bill Sampson

So the question is, how many do you need to get that standard deviation to
narrow?

Philip Gerstner

We made four simulations to do that and that seemed sufficient. I should add
perhaps that, when it comes to those simulations that we made them on
regular office PCs. So one simulation took about 4 hours to conduct, and I
rented a computer classroom where I did those on every computer just to get
repeatability.

Ilya Vadeiko FPInnovations

Could you go back to the slide where you showed experimental data for
thermal conductivity with increasing binder content (figure 12a in the paper
in the proceedings, ed.)? In the experimental data you see two trends: first an
increase and then a decrease, but your model results show monotonic
increase. So I was wondering if you have any idea what could be responsible
for changes in the behavior of the conductivity in the real system, in real
coating?

Philip Gerstner

Yes, that is a colloidal force, we think, which effectively rejects the binder
particles from the bulk water phase, and drives them to the pigment nodal
points. That results in pigment disruption and this is already the case for quite
low concentrations of binder. At the same time, you also get an improvement
in connectivity that the binder creates at the pigment nodal points. But this
improvement in connectivity is overlapped with the pigment disruption, and
therefore you get a maximum.

Ilya Vadeiko

So, after introducing two new parameters for connectivity, were you able to
reproduce this maximum?
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Philip Gerstner

Only one factor has been introduced — it is the pigment connectivity. By
adding that we can fit the experimental data to the model and as a result we
get the newly introduced factor of pigment connectivity. We have seen that
the pigment connectivity is reduced initially when adding binder. This was
seen on the last slide (figure 19 in the paper in the proceedings, ed.).

Ramin Farnood University of Toronto

This is just a comment. We have done a 3D simulation, to follow up on your
equation, and we are able to predict precisely not just the trend, but also the
values using only the pigment and binder thermal conductivity values.

Tetsu Uesaka FPInnovations

This is also another comment. I wonder why you have to use this so-called
lumped parameter method because, obviously, this method does not consider
geometries, randomness and length scales. On the other hand, in this specific
system, there is an approximate (but quite accurate) analytical solution
obtained by Torquato based on multipoint correlation functions. Since you
already have all the spatial information from either the simulation or the
experiment, you can almost automatically determine these correlation func-
tions at the different orders. So it is an almost perfect opportunity to compare
that model as well as a smeared-out model too.

Philip Gerstner

Yes. I accept the comment, but we also think that this lumped parameter
model in its simplicity is a very nice way to illustrate the coating structure in
terms of porosity and connectivity, because it is reflected in this unit cell
approach.
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