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Tool wear conditions monitoring is an important mechanical processing 
system that can improve the processing quality of wood plastic composite 
furniture and reduce industrial energy consumption. An appropriate signal, 
feature extraction method, and model establishment method can 
effectively improve the accuracy of tool wear monitoring. In this work, an 
effective method based on discrete wavelet transformation (DWT) and 
genetic algorithm (GA) – back propagation (BP) neural network was 
proposed to monitor the tool wear conditions. The spindle power signals 
under different spindle speeds, depths of milling, and tool wear conditions 
were collected by power sensors connected to the machine tool control 
box. Based on the feature extraction method, the approximate coefficients 
of spindle power signal were extracted by DWT. Then, the extracted 
approximate coefficients, spindle speeds, depths of milling, and tool wear 
conditions were taken as samples to train the monitoring model. Threshold 
and weight of BP neural network were optimized by GA, and the accuracy 
of monitoring model established by the GA - BP neural network can reach 
100%. Thus, the proposed monitoring method can accurately monitor tool 
wear conditions with different milling parameters, which can achieve the 
purpose of improving the processing quality of wood plastic composite 
furniture and reducing energy consumption. 
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INTRODUCTION 
 

In the production process of wood plastic composite furniture, with the increase of 

the spindle speed and depth of cutting, the wear of tool will accelerate (Guo et al. 2014; 

Zhu et al. 2017, 2019). The increased cutting time will also cause the woodworking tools 

to wear. Severe wear of woodworking tools will cause machine tool vibration, and the 

processing quality of wood furniture will be seriously reduced (da Silva et al. 2013; Bao et 

al. 2018). At present, the downtime caused by woodworking tool wear is one-fifth of the 

total downtime. The use of accurate and reliable woodworking tool wear conditions 

monitoring technology can increase the utilization rate of CNC (computer numerical 

control) machine tools by 50% and reduce energy consumption by nearly 30% (Rehorn et 

al. 2005). Thus, online monitoring of the tool wear conditions and timely replacement of 
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worn tools can improve product processing quality and reduce energy consumption.  

Tool wear conditions monitoring methods are divided into direct method and 

indirect method (Shao et al. 2004; Ambhore et al. 2015). The direct method is to obtain 

the wear conditions of the tool flank surface by observing the cutting region, which has 

higher accuracy. However, it cannot be used in the online monitoring field. The indirect 

method is to monitor the tool wear conditions by collecting various signals during the 

cutting process and extracting the characteristics related to the tool wear conditions, which 

can monitor the tool wear conditions online during the cutting process (Chi et al. 2018). 

The signals collected by the indirect method include cutting force, vibration, acoustic 

emission, power (current and voltage), and multi-signal fusion (Xu et al. 2011; Ai et al. 

2012; Shao et al. 2016; Hu et al. 2019; Zhu and Zhang 2019; Zhang and Xiang 2020). The 

sensors that collect cutting force signals, acoustic emission signals, and vibration signals 

are expensive and affect the volume of the workpiece and the clamping structure of the 

machine tool. The power signal is directly related to the cutting force signal, which can 

reflect the tool wear conditions. Moreover, the power signal sensor is cheaper and not 

limited by machine tool, which is suitable for monitoring the production of wood plastic 

composite furniture.  

The accuracy of tool wear conditions monitoring depends on the feature extraction 

and monitoring model establishment method. Many scholars have conducted numerous 

explorations on tool wear conditions monitoring technology using power signals. In the 

feature extraction method, Elgargni and Al-Habaibeh (2015) used discrete wavelet 

transformation (DWT) to extract the features of the collected power signals and found that 

the approximate coefficient curve of the normal tool gradually shifted to the left compared 

with the worn tool, which can clearly distinguish the tool wear conditions. As for the model 

establishment method, Rodrigo da Silva et al. (2016) collected acoustic emission signals 

and power signals as samples and used a probabilistic neural network to establish a tool 

wear conditions monitoring model to identify the tool wear conditions. The results showed 

the combination of cutting power and acoustic emission with the signal energy parameter 

can definitely be applied in a tool wear conditions monitoring system.  

Deep learning, such as neural networks and support vector machines, has an 

excellent ability to process complex signals and is widely used in the field of fault diagnosis 

(Schmidhuber 2015; Li and An 2016; Mu and Zeng 2019). Back propagation neural 

network is widely used in the field of fault monitoring; the method has excellent self-

learning, self-adaptation, and generalization capabilities. However, it is easy to fall into a 

local minimum during the calculation process. Genetic algorithm (GA) has the ability to 

simulate biological evolution process, which can search for optimal parameters globally. 

Using GA to optimize the initial weight and threshold of BP neural network can solve the 

problem of BP neural network falling into local minimum. 

This work proposed an effective method for monitoring the tool wear conditions 

based on DWT and GA - BP Neural Network. The spindle power signals under different 

spindle speeds, depths of milling, and tool wear conditions were collected, and the DWT 

was used to extract features of the spindle power signals. Then, the extracted approximate 

coefficients, spindle speeds, depths of milling, and tool wear conditions were taken as 

samples to train the woodworking tool wear conditions monitoring model. Meanwhile, GA 

was used to optimize the initial weights and thresholds of the BP neural network to improve 

the accuracy of the monitoring model.  
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RESEARCH BACKGROUND 
 
Discrete Wavelet Transformation 

Discrete wavelet transformation is a discretization process on the basis of wavelet 

transform, which can decompose nonlinear signals at multiple scales and extract 

approximate coefficients from the signals as effective features to reflect the variation trend 

of tool wear conditions (Cheng 2008; Zhang and Xiang 2020). The principle of DWT is: 

Assume the signal f(n) where n = 0, 1, 2, 3, ..., M-1, and j ≥ j0. A discrete signal 

is approximated by follows, 

  (1) 

where ( )f n , 0, [ ] j k n , and , [ ] j k n  are discrete functions defined in [0, M−1], there are a total 

of M points. Wavelet coefficients can be obtained using inner products, as shown below, 

                    (2) 

      (3) 

where 0[ , ]W j k  in Eq. 2 are called approximation coefficients while [ , ]W j k  in Eq. 3 

are called detailed coefficients. 

 

Back Propagation Neural Network 
Back propagation neural network is a multi-layer feedforward neural network 

model in fault diagnosis and monitoring, which was proposed by Rumelhart and 

McClelland in 1985 (Nasimi and Irani 2015; Sun and Gao 2019). The structure diagram of 

the 3-layer BP neural network is shown in Fig. 1, where Xn is defined as the input vector 

of the input layer, Yq is defined as the output vector of the output layer, n, p, and q are the 

number of neurons in the input layer, hidden layer, and output layer, respectively, W is the 

weight matrix between the hidden layer and the input layer, and V is the weight matrix 

between the output layer and the hidden layer. The BP neural network consists of two 

calculation processes: forward and backward. In forward propagating, the data are 

transmitted from the input layer to the hidden layer for calculating, and the results are 

acquired by output layer. The accuracy of the BP neural network is restricted by threshold, 

weight, learning rate, and the number of hidden layer units. Reasonable parameters can 

speed up the convergence, reduce the training time, and improve the accuracy of the 

network (Liang et al. 2018). 

 

Genetic Algorithm 

Genetic algorithm was developed based on Darwin’s theory of evolution and 

Mendelian genetics, which is a practical optimization algorithm for global search (Zhang 

et al. 2020; Zhou et al. 2020). In the BP neural network, GA can be used to optimize the 

threshold and weight, which can make BP neural network realize automatic optimization, 
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accelerate the learning rate, and improve the optimization speed of the weight coefficient 

(Sun and Huang 2020).  

 

 
 

Fig. 1. Structure diagram of 3-layer BP neural network 
 

 

 
Fig. 2. The execution process of GA 
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Figure 2 illustrates the execution process of the GA, in which the GA takes all 

individuals in a population as the object, and the individuals are selected, crossed, mutated, 

and cyclically searched until the population is optimal. The coding method of chromosome, 

setting of initial population, evaluation method of individual fitness function value, design 

of genetic operator, and the basic operating parameters constitute the core five elements of 

GA. 
 

Experimental Setup 
The material consisted of a wood-plastic composite, DP-9, manufactured by Kolo 

Material Co., Ltd. (Gwacheon, South Korea). The workpiece material size was 200 mm × 

100 mm × 8 mm. Table 1 describes the chemical composition and mechanical properties 

of the material. 

 

Table 1. Workpiece Material Chemical Composition and Mechanical Properties 

Workpiece 
Material 

Content (wt%) Mechanical Properties 

DP-9 

PVC 
Calcium 
Powder 

Wood 
Fiber 

Flame 
Retardant 

Foaming 
Regulator 

Other MC FS Density 

52.60 15.78 15.78 5.26 3.16 7.42 0.61% 
20.2 
MPa 

0.81 
g/cm3 

MC: Moisture content; FS: flexural strength  
  

A series of cutting experiments were performed on the CNC, model MGK01 and 

manufactured by Nanxing Machinery Co., Ltd. (Dongguan, China). The rated power of the 

main motor was 8.1 kW. The milling cutter was a single-toothed shank cutter, which was 

made of cemented carbide and manufactured by Bosun Prewi Tooling System Co., Ltd. 

(Shanghai, China). The selected cutter diameter was 12 mm, the rake angle was 2°, and the 

wedge angle was 45°. 

The experimental milling campaign was planned by varying the cutting parameters 

as follows: one level of feed speed (5 m/min), three levels of spindle speed (6000, 8000, 

and 10000 r/min), and three levels of depth of milling (0.5, 1.0, and 1.5 mm), as shown in 

Table 2. 
 

Table 2. Milling Parameters 

Parameters Units Values 

Feed Speed (m/min) 5 

Spindle Speed (r/min) 6000, 8000, and 10000 

Depth of Milling (mm) 0.5, 1.0, and 1.5 

 

The power signal was acquired by the machine control box with three-phase power 

analyzer (AN87300) manufactured by Ainuo Co., Ltd. (Jinan, China). A sampling 

frequency of 50 kHz was used for both experiments. Figure 3 demonstrates the power 

signal acquisition system. The three-phase power analyzer was connected to the machine 

control cabinet to collect the spindle power signal when the spindle motor drives the tool 

to mill the workpiece. At the same time, the collected spindle power signal was transmitted 

to the data processing computer for storage and further processing. 
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Fig. 3. Power signal acquisition system 

 

Machine Spindle Power Data in Process Analysis 
Tool wear conditions usually follow three categories or classes: initial wear (flank 

wear is 0.1 mm), normal wear (flank wear is 0.2 mm), and rapid wear (flank wear is 0.3 

mm), as shown in Fig. 4. Figure 4.2 demonstrates the spindle power signal variations under 

different milling conditions. With the variations in spindle speed (Fig. 5a), depth of milling 

(Fig. 5b), and tool wear conditions (Fig. 5c), the spindle power signal increased noticeably. 

However, the power signal value was complicated, which made it difficult to directly 

reflect the variations in the tool wear conditions. Further processing of the spindle power 

signal can solve this problem and make the characteristics of the tool wear conditions more 

clear. 

 

 
 

Fig. 4. Woodworking tool wear conditions: a: shows the tool wear region, b: shows the flank wear 
at 0.1 mm, c: shows the flank wear at 0.2 mm, and d: shows the flank wear at 0.3 mm 
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Fig. 5. Comparison of spindle power signals under the spindle speed (a), the depth of milling (b), 
and the tool wear conditions(c). In Fig. 5a, the depth of milling was 1.5 mm and the flank wear was 
0.2. In Fig. 5b, the spindle speed was 6000 r/min and the flank wear was 0.2. In Fig. 5c, the spindle 
speed was 6000 r/min and the depth of milling was 1.5 mm. 



 

PEER-REVIEWED ARTICLE  bioresources.com 

 

 

Dong et al. (2021). “Monitoring woodworking tool wear,” BioResources 16(2), 2369-2384.  2376 

 

 

 
 

 
 

 
Fig. 6. Comparison of approximate coefficients under the spindle speed (a), the depth of milling 
(b), and tool wear conditions(c). In Fig. 6a, the depth of milling was 1.5 mm and the flank wear 
was 0.2. In Fig. 6b, the spindle speed was 6000 r/min and the flank wear was 0.2. In Fig. 6c, the 
spindle speed was 6000 r/min and the depth of milling was 1.5 mm. 
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Discrete wavelet transformation was used to extract features in the spindle power 

signal. The spindle power signal was decomposed by the discrete wavelet transformation 

with the wavelet basis function of DB5. After four decompositions, four approximate 

coefficients were obtained. The approximate coefficients can clearly distinguish the tool 

wear conditions under different milling processing conditions, as shown in Fig. 6. The 

approximate coefficients of the extracted spindle power signal are shown in Table 3. The 

spindle speed, depth of milling, and approximate coefficients of spindle power signal were 

used as input vectors, and the tool wear conditions were used as the output vector. 

 

Table 3. Approximate Coefficients of Spindle Power Signal 

Test  
ID 

Spindle  
Speed 
(r/min) 

Depth of  
Milling 
(mm) 

Flank 
Wear 
(mm) 

Approximate Coefficients 

1 6000 0.5 0.1 1601.39742 1594.34838 1600.91695 1602.65310 

2 6000 0.5 0.2 1609.40134 1615.62559 1606.60457 1607.73220 

3 6000 0.5 0.3 1638.50651 1641.66987 1635.31953 1638.61570 

4 6000 1.0 0.1 1630.35919 1634.24358 1626.96535 1626.89470 

5 6000 1.0 0.2 1669.02808 1672.83089 1670.73639 1675.17320 

6 6000 1.0 0.3 1711.44015 1709.36704 1702.36546 1712.59510 

7 6000 1.5 0.1 1656.66576 1655.49824 1654.73353 1662.50710 

8 6000 1.5 0.2 1721.90094 1723.19290 1719.46871 1718.80800 

9 6000 1.5 0.3 1770.90371 1769.98344 1768.59373 1767.67050 

10 8000 0.5 0.1 1834.53954 1838.49053 1829.62995 1831.33870 

11 8000 0.5 0.2 1859.34886 1864.99801 1857.39367 1864.16630 

12 8000 0.5 0.3 1871.69338 1875.88337 1879.97462 1879.07270 

13 8000 1.0 0.1 1880.06543 1885.37602 1879.55894 1877.79840 

14 8000 1.0 0.2 1933.59832 1934.06785 1926.80759 1929.11890 

15 8000 1.0 0.3 1958.79837 1960.76022 1961.43388 1967.77560 

16 8000 1.5 0.1 1907.11017 1911.35529 1913.96351 1914.19050 

17 8000 1.5 0.2 1988.56959 1985.99914 1981.63735 1989.93610 

18 8000 1.5 0.3 2031.96952 2034.34542 2033.30861 2030.89390 

19 10000 0.5 0.1 2019.83801 2029.01452 2015.36717 2017.28040 

20 10000 0.5 0.2 2046.57007 2047.87799 2040.24114 2042.81260 

21 10000 0.5 0.3 2057.92189 2064.21899 2059.08890 2056.72470 

22 10000 1.0 0.1 2077.29519 2083.47960 2072.27356 2072.54840 

23 10000 1.0 0.2 2116.68260 2119.70066 2124.00666 2126.80420 

24 10000 1.0 0.3 2146.95946 2153.58744 2149.24320 2157.29820 

25 10000 1.5 0.1 2132.62419 2129.57654 2121.70796 2132.21990 

26 10000 1.5 0.2 2179.12755 2185.14474 2189.12614 2186.26090 

27 10000 1.5 0.3 2225.73068 2228.31714 2220.41061 2220.25720 

 

Establishment of Monitoring Model  
The model was established in the neural network toolbox of MATLAB 

(MathWorks Inc., Natick, MA, USA). The steps for establishing a monitoring model are 

as follows: 
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Step 1: Dividing the sample data set. To determine the reliability of the monitoring 

model, 2, 9, 13, 15, 19, and 25 were randomly selected as the test set, and the remaining 

21 sets of data as the training set. 

Step 2: Normalizing the data set. To make the BP neural network converge quickly 

and avoid repeated values, the S-type activation function was used to normalize the training 

set and the test set. The S-type activation function is shown in Eq. 4, 

      (4) 

where yi is the processed data, xi is the original data, xmax is the maximum value of the 

original data, and xmin is the minimum value of the original data. 

Step 3: Initializing the BP neural network. The sigmoid function was selected as 

the transfer function. 

Step 4: Using GA to optimize the threshold and weight of BP neural network. The 

population size of GA was selected as 50, the number of evolution was selected as 300, the 

crossover probability was selected as 0.8, and the mutation probability was selected as 0.2. 

The fitness function is shown in Eq. 5, 

       (5) 

where Yi is the data predicted by the BP neural network, Xi is the actual data, N is the 

number of sample sets, and ε is a constant to avoid the denominator being zero. 

Step 5: Establishing a woodworking tool wear conditions monitoring model. The 

training of woodworking tool wear conditions monitoring model requires setting the 

following parameters, including the number of hidden layers, training times, learning rate, 

training accuracy, and training function. The number of training times was selected as 20, 

the learning rate was selected as 0.01, the training accuracy was 0.0001, and the number of 

hidden layers was selected according to Eq. 6, 

        (6) 

where m is the number of hidden layers, n is the number of input vectors, j is the number 

of output vectors, and α is a constant between 1 and 10. 

Step 6: Using the test set to verify the accuracy of the model. 

The optimization process of GA to BP neural network is shown in Fig. 7, where the 

X-axis represents the number of evolutions and the Y-axis represents the fitness. When the 

number of evolutions reached 100, the GA reached convergence, the threshold and weight 

of the BP neural network were optimal. 

Figure 8 shows the error analysis diagram of the tool wear conditions monitoring 

model established by the GA - BP neural network, where the X-axis is the test data number 

and the Y-axis is the tool wear conditions corresponding to each number. The R2 represents 

the mean squared error of the test results; a high mean squared error means the model has 

excellent monitoring accuracy. As shown in Fig. 8, the mean squared error R2 was 0.98176, 

the predicted results of all test numbers were consistent with the actual results, and the 

monitoring accuracy rate was 100%. Therefore, the wear conditions monitoring model of 

mi n max mi n
( ) ( )

i i
y x x x x= −  −

i i
i =1

1
f i t ness=

N

Y X − +

m= n j + +
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woodworking tools established by GA - BP neural network can accurately monitor the tool 

wear conditions. 

 

 

 
 
Fig. 7. Optimization process of threshold and weight 

 

 
 

Fig. 8. Error analysis of tool wear conditions monitoring model 

 

Comparative Analysis of Monitoring Accuracy 
Probabilistic neural network (PNN) is a feedforward neural network based on 

Bayesian strategy, which classifies data by establishing a PNN hierarchical model (Yi et 

al. 2016). The accuracy of the PNN depends on the samples and the smoothing factor. The 

process of obtaining the smoothing factor is cumbersome, but the GA can be used to 
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optimize the smoothing factor (Parry et al. 2011). Therefore, the monitoring accuracy of 

the GA - BP neural network and the GA - PNN are compared. 

The composition of a PNN includes an input layer, a hidden layer, a summation 

layer, and an output layer. The Gaussian radial activation function and Euclidean distance 

weighting function are used to transform the input layer data into hidden layer output data, 

and then the data is transmitted to the summing layer. The monitoring results are obtained 

by the output layer decision. The steps of using the GA - PNN to establish the tool wear 

conditions monitoring model are as follows: the first step is to divide the sample set, the 

division of the sample set was consistent with the GA - BP neural network. The second 

step is to normalize the training set data. The third step is to initialize the PNN, the speed 

of the PNN was selected as 0.1. The fourth step is to use the GA to optimize the smoothing 

factor of the PNN, the various parameters of the GA were consistent with the GA - BP 

neural network. The fifth step is to train the network to obtain a monitoring model for the 

tool wear conditions. The sixth step is to verify the accuracy of the model through the test 

set data. 

Figure 9 demonstrates the analysis of the GA - PNN monitoring error. The 

prediction results of test numbers 13, 19, and 25 were consistent with the actual values, but 

the prediction results of test numbers 2, 9, and 15 were different from the actual results, 

the monitoring accuracy rate was 50%.  

 

 
Fig. 9. Error analysis of tool wear conditions monitoring model 
 

Table 4 indicates that the monitoring accuracy of the model established by the GA 

- BP neural network was 100%, which was higher than the GA - PNN. Under the premise 

of using the same GA optimization parameters, the accuracy of the PNN was obviously 

lower than that of the BP neural network, which illustrated that the selection of sample set 

data also affected the accuracy of the neural network. When the sample set data was poorly 

selected, GA - BP neural network can accurately monitor the tool wear conditions. 
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Table 4. Model Error Comparison Between GA - BP Neural Network and GA 
Probabilistic Neural Network 

Test ID GA BP Neural Network 
GA Probabilistic Neural 

Network 

2 T F 

9 T F 

13 T T 

15 T F 

19 T T 

25 T T 

 

 

CONCLUSIONS 
 
1. In the milling of wood plastic composite furniture, the spindle power signal changes 

with the tool wear conditions and the milling parameters. The features extracted by the 

machine tool spindle power signal can effectively monitor the tool wear conditions.  

2. In this work, the discrete wavelet transformation (DWT) was used to process the 

complex spindle power signal, and the approximate coefficients of the spindle power 

signal were extracted.  

3. The approximate coefficients of the spindle speed, depth of milling, and spindle power 

signal were used as the input vector, and the tool wear conditions were used as the 

output vector.  

4. The back propagation (BP) neural network optimized by genetic algorithm (GA) was 

used to establish the tool wear conditions monitoring model.  

5. Even if the sample set data is poorly selected, the model can still accurately monitor 

the tool wear conditions with different milling parameters.  

6. Moreover, the power sensor was not affected by the clamping structure of the machine 

tool, and the monitoring cost was relatively cheap. Thus, the proposed method for 

monitoring the tool wear conditions is suitable for large-scale applications in the 

production of wood furniture. 
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