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The quality detection of alfalfa hay is crucial for the development of animal 
husbandry. In this study, a method for quality detection of alfalfa hay based 
on the fusion of multisource information including near-infrared 
spectroscopy, image processing techniques, and electronic nose is 
proposed. After SG convolution smoothing, feature wavelengths were 
extracted using Competitive Adaptive Re-weighting Scheme and 
Successive Projections Algorithm from the spectral data. The image data 
were denoised using adaptive wavelet thresholding, and color and texture 
features were extracted using color histograms and random forest 
algorithms, respectively. Electronic nose data using principal component 
analysis was used for data dimensionality reduction. Support Vector 
Machine, Extreme Learning Machine, and Multi-Layer Perceptron were 
employed to establish quality detection models of alfalfa hay based on 
spectroscopy, image, gas information, and their combination, respectively. 
Experimental results demonstrate that the fusion of near-infrared 
spectroscopy, image data, and gas information effectively enhances the 
classification accuracy of the model. The accuracy of the test set reaches 
100%, with root mean square error and determination coefficient values of 
0.1728 and 0.9239, respectively, surpassing prediction models 
established solely on individual information. This study provides new 
insights into alfalfa hay quality detection. 
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INTRODUCTION  
 

Purple alfalfa, originating from Persia, is the most widely distributed and oldest 

cultivated leguminous forage grass in the world, often referred to as the “king of forage 

grass”. It contains not only many important nutrients such as proteins, minerals, and 

vitamins but also essential amino acids, trace elements, and unidentified growth factors 

required by animals. Therefore, it is used as the main raw material for protein extraction 

and the primary high-quality feed for animals (Li et al. 2023). Thus, classifying alfalfa hay 

of different qualities is a very important research task. Traditional evaluation methods 

include sensory evaluation and objective measurements (Li et al. 2020). The former is 

mainly judged by experienced personnel based on morphological appearance, while the 

latter usually employs chemical and biological methods such as protein electrophoresis, 
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gas chromatography, spectrophotometry, and high-performance liquid chromatography to 

detect relevant compounds or specific spoilage quantities through microbial analysis. The 

former is time-consuming, labor-intensive, and susceptible to subjective factors, while the 

latter methods are more accurate but always require corresponding professional personnel 

for operation and cannot be achieved online. From economic and technological 

perspectives, addressing these limitations is necessary and beneficial. Therefore, it is 

necessary to develop a new method to overcome the limitations of traditional methods. 

Near-infrared spectroscopy technology is a rapid and non-destructive analysis 

method capable of detecting the different absorption frequencies of specific molecules in 

substances. Since different chemical components contain different chemical groups 

corresponding to different group frequencies, the positions of characteristic absorbance 

peaks generated are also different, and the characteristic absorbance peaks reflected by 

different contents of the same chemical component vary (Tang et al. 2023). Therefore, both 

quantitative and qualitative analyses of substances can be conducted using infrared 

spectroscopy technology. In this experiment, a quantitative prediction model for crude fat 

in alfalfa hay was established based on near-infrared spectroscopy to predict the content of 

crude fat in alfalfa hay through spectral data. 

Image processing technology refers to the analysis of images to extract various 

information from them using computers. In recent years, image processing technology has 

been widely used in agricultural production for crop detection (Song 2022), pest and 

disease identification (Kemal et al. 2022), soil analysis, etc., thereby helping to improve 

agricultural production efficiency and quality. Alfalfa hay is prone to moisture absorption 

and mold, and if alfalfa with moldy properties is mixed into feed for feeding cows, the 

cows’ intake will decrease due to the loss of the original taste of alfalfa and the presence 

of peculiar smells, leading to digestive disorders such as rumen stasis and reduced 

rumination, as well as symptoms of poisoning such as drooling; milk production will 

decrease sharply, affecting the quality of dairy products, with protein, fat, and lactose all 

failing to meet requirements (Xue 2006). Therefore, detecting the degree of moldiness in 

alfalfa hay is crucial. After alfalfa grass becomes moldy, its color and texture 

characteristics change significantly, so establishing a qualitative discrimination model by 

collecting images of alfalfa hay and using image processing technology achieves the effect 

of detecting whether alfalfa hay is moldy. 

The electronic nose is a biomimetic detection system developed to mimic the 

human olfactory system. It captures the odor information of samples through gas-sensitive 

sensors, converts it into electrical signals, and uses this information for quality detection 

of samples (Shi et al. 2024). Grass undergoes significant changes in odor before and after 

molding. By collecting its odor information and combining it with sensory evaluation, a 

model can be established to discriminate whether alfalfa is moldy. 

Multi-source information fusion, also known as multi-sensor information fusion, 

refers to the integration and processing of multiple information sources from different 

origins, types, and spatial resolutions. It can provide richer information than a single 

information source, thereby enhancing the cognitive ability and decision-making level 

towards the target (Jiang et al.2023). In recent years, multi-source information fusion has 

been extensively researched and advanced, spanning various fields such as military (Zhou 

et al. 2024), medical (Li et al. 2023), unmanned driving (Ding et al. 2023), geology (Kong 

et al. 2022), among others. However, there are few cases applying multi-source 

information fusion to agricultural production. This paper proposes a new approach to apply 

multi-source information fusion to alfalfa detection, achieving more accurate control over 
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the quality of alfalfa. 

Machine learning is a field of study that automatically detects patterns and rules 

from a given database and uses the detected patterns to predict unknown data (Quintero et 

al. 2023). Therefore, combining digital images, near-infrared spectroscopy, electronic 

nose, and machine learning may be a potential solution for identifying the quality of alfalfa 

hay, thereby achieving rapid and non-destructive detection of alfalfa hay quality. 
 
 
EXPERIMENTAL 
 

Samples and Equipment  
Following the basic requirements of plant biology experiments, three representative 

samples of alfalfa from Inner Mongolia were selected as experimental objects. After 

removing impurities such as weeds and sand, each sample was subjected to sun drying, and 

moldy treatment. Sixty samples were taken for each treatment method, totaling 120 

samples. After treatment, image collection was carried out, followed by grinding the 

samples into powder and sieving through a 100-mesh sieve, and then collecting near-

infrared spectroscopy data and electronic nose data. The fat content of the samples was 

determined using an ANKOM XT15i fat analyzer. Representative samples of alfalfa hay 

were placed on a black background and photographed using a digital camera. During 

photography, the camera lens was kept parallel to the plane of the sample, with the camera 

positioned 20 cm above the sample. The obtained images had a resolution of 3072×4096 

pixels. One or more sub-images were cropped manually from each image to construct the 

image library.  

 

 
 

Fig. 1. Information collection process 
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The near-infrared spectroscopy instrument used for data collection was the Quality 

Spec Pro spectrometer manufactured by Analytical Spectral Devices (ASD, Incl, USA). 

The wavelength range of the spectrometer was 350 to 1830 nm, with a spectral sampling 

interval of 1 nm. After preheating the spectrometer for 20 min, the sample was placed in 

the measurement chamber of the spectrometer. External interference such as light and 

sound was eliminated, and near-infrared light was then irradiated onto the sample, with the 

reflected or transmitted spectral data recorded. Multiple measurements were taken on the 

sample to obtain the average spectrum and check the measurement repeatability. The 

electronic nose detection device used was the PEN3 model electronic nose manufactured 

by AIRSENSE, Germany, equipped with ten gas-sensitive sensors. For detection, 15 to 18 

g of dried purple alfalfa sample was placed in a centrifuge tube, heated in a 50 °C water 

bath for 30 min, washed for 12 seconds, and the measurement was carried out for 24 

seconds. The software used for spectral analysis, image processing, and modeling was 

Unscrambler X 10.4 from CAMO, Norway, and Matlab R2022b from MathWorks, USA. 

The odor information was analyzed using the Win Muster software, which is built into the 

PEN3 instrument. The information collection process is shown in Fig. 1. 

 
Spectral Data Preprocessing  

Due to the interference of unrelated information such as stray light, baseline drift 

(Sun et al. 2023), noise, and sample background, the spectral data obtained by the 

spectrometer are susceptible to disturbance, which affects the modeling effect. To improve 

the accuracy of near-infrared spectroscopy measurements and enhance the signal-to-noise 

ratio of the spectra, noise spectra in the range of 350 to 429 nm were excluded, and models 

were built using spectral bands between 430 to 1830 nm. Before building the model, the 

spectral data were preprocessed using the S-G smoothing method. The derivative order was 

set to 0, the window number was set to 7, and the smoothing order was set to 3. The original 

spectral graph and the graph after S-G convolution smoothing are shown in Fig. 2. 

 

  
(a)                                                                      (b) 

Fig. 2. (a) Reflectivity curve of alfalfa hay samples, (b) Spectral curve after SG preprocessing 

 

Preprocessing of Image Data 

To ensure the accuracy and stability of the experimental results, preprocessing was 

performed on the collected images. After removing irrelevant backgrounds, images of 

different sizes were adjusted to the same pixel size to eliminate noise interference 

introduced during collection and transmission. This process separates images of moldy 

alfalfa for identification. 
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During image collection and transmission, the presence of noise can degrade the 

quality of the images. Noise interference affects the segmentation effect, feature extraction 

parameters, and mold recognition accuracy of leaf images, leading to serious impacts on 

image processing algorithms. Therefore, noise removal is an essential step in image 

processing. Adaptive wavelet thresholding was selected to denoise the collected images 

(Liu et al. 2022), which eliminates noise while preserving details and edge information in 

moldy alfalfa images. 

The process of wavelet threshold denoising can be divided into three steps: 

transforming real natural images into the wavelet domain using wavelet transformation, 

applying nonlinear shrinkage rules to wavelet coefficients, and performing wavelet inverse 

transformation on thresholded wavelet coefficients to obtain denoised images. The 

effectiveness of denoising depends on several factors: the choice of wavelet basis, 

determination of wavelet decomposition levels, selection of threshold functions and 

threshold estimation methods. The adaptive wavelet thresholding algorithm dynamically 

selects thresholds based on local characteristics of the image, resulting in the removal of 

irrelevant backgrounds. Examples of images before and after denoising are shown in Fig. 

3. 

 

        

(a)                                                      (b) 

        

(c)                                                      (d)  

Fig. 3. (a) Normal alfalfa (b) Denoised normal alfalfa (c) Moldy alfalfa (d) Denoised moldy alfalfa 
 
 



 

PEER-REVIEWED ARTICLE bioresources.cnr.ncsu.edu 

 

 

Yang et al. (2024). “Alfalfa quality assessment,” BioResources 19(3), 4531-4546.  4536 

Electronic Nose Data Preprocessing 
The odors released when alfalfa hay molds are usually associated with volatile 

organic compounds, including but not limited to ketones, alcohols, aldehydes, acids, and 

other volatile organic compounds (Tian et al. 2021). Electronic noses can effectively 

capture such signals and convert them into digital information. The data collected by the 

electronic nose often exhibit a waveform that rises first, then decreases, and finally 

stabilizes. The odors or volatile compounds produced by moldy grass usually reach a stable 

state after the grass molds and may continue to be released for a period of time. Therefore, 

analyzing the data in the final stable stage can better capture the odor characteristics related 

to molding, while eliminating possible interference at the beginning of the collection, such 

as environmental odors or other noises. Therefore, data collected from the stable 20 

seconds are analyzed.  

 

Feature Extraction and Dimensionality Reduction of Near-Infrared 
Spectroscopy 

The preprocessed spectral data contain a large number of wavelength variables, 

resulting in high data dimensionality, excessive redundancy, prolonged processing time, 

and potential degradation in classification results if models are directly built (Gibertoni et 

al. 2022).  

 

    
 

Fig. 4.  Feature wavelength extraction map 
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Hence, the Competitive Adaptive Re-weighting Scheme (CARS) algorithm and 

Successive Projections Algorithm (SPA) are employed to extract feature wavelengths, 

selecting fewer wavelength variables based on the principle of minimizing the root mean 

square error (RMSE) to establish a predictive model for the nutritional quality of alfalfa 

hay. 

The Competitive Adaptive Re-weighting Scheme (CARS) algorithm determines 

the importance weights of each sample during the training process through a competitive 

mechanism, giving more weight to samples that are more difficult to classify. Typically, 

this competition can be based on sample difficulty, error rate, or potential impact metrics. 

The algorithm performs re-weighting of each sample based on its importance weight 

iteratively during training. For classifier training, samples with higher importance weights 

are given greater weight, thereby enhancing the learning effect on minority class samples 

and improving the model’s ability to identify samples (Zhang et al. 2023). The Competitive 

Adaptive Algorithm is used to extract feature wavelengths from the full spectral range, 

with 100 iterations and 10 cross-validation folds. The results show that the minimum 

RMSECV is achieved with 47 iterations, extracting a total of 67 feature wavelengths. The 

results are shown in Fig. 4. 

The Successive Projections Algorithm is a forward variable selection algorithm that 

minimizes collinearity in vector space. It eliminates redundant information in the original 

spectral matrix, selecting fewer feature wavelengths. The wavelengths selected through 

this algorithm demonstrate better predictive performance when used to build models. The 

Successive Projections Algorithm extracts 51 feature wavelengths, as shown in Fig. 4. 

 

Feature Extraction and Dimensionality Reduction of Image Data 
Image preprocessing only removes irrelevant information from moldy alfalfa 

images. To achieve the automatic recognition function of the mold recognition system, 

feature extraction of images is also required. Selecting appropriate feature extraction 

methods and categories is a key factor in ensuring recognition accuracy. Since the moldy 

parts of the image have significant differences in color and texture compared to normal 

leaves, color features and texture features of the moldy images are extracted for model 

building. 

Color features are extracted using color histograms, capturing nine features 

including RGB, H (hue), S (saturation), V (brightness), L (lightness), a (from red to green 

range), and b (from yellow to blue range). Texture features are extracted using the Tamura 

algorithm, extracting 22 texture features such as autocorrelation, entropy, and contrast. 

From these 22 texture features, the Random Forest (RF) algorithm is used to extract 10 

texture features including energy, entropy, contrast, and variance for texture feature 

representation. 

Color histograms are widely used color features in many image retrieval systems 

(ZhangZhong et al. 2023). They describe the proportion of different colors in the entire 

image, without considering the spatial position of each color, thus unable to describe 

objects or entities in the image. Color histograms are particularly suitable for describing 

images that are difficult to automatically segment. The color histogram of alfalfa hay is 

shown in Fig. 5. In the RGB histogram, the horizontal axis represents pixel values (0 to 

255), representing the brightness or color component values of the image. The vertical axis 

represents the frequency at which the pixel value appears in the image, i.e., the number of 

pixels with a specific pixel value in the image. In the HSV histogram, for the H channel, 

the horizontal axis represents the range of hue values (0 to 1), representing the color in the 
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image. For the S and V channels, the horizontal axis also represents the range (0 to 1), 

representing the saturation and brightness in the image. The vertical axis represents the 

frequency or count of data within the corresponding range. 

 

 
                                        (a)                                                                (b) 

 

Fig. 5. Color Histograms (a) RGB Histogram (b) HSV Histogram 
 

Random Forest (RF) exhibits high prediction accuracy, good robustness, and strong 

resistance to overfitting. Additionally, it can handle high-dimensional data and is relatively 

robust to missing and outlier values. The calculation method for extracting texture features 

using Random Forest is as follows (Ye et al. 2023): 

Suppose there are m features x1, x2, x3, …, xm , collected from image samples. First, 

calculate the Gini index for each feature, and then compute the importance score of each 

texture feature using the 𝑉𝐼𝑀𝑗
(𝐺𝑖𝑛𝑖)

 formula. The Gini index is calculated using Eq. 1, 

𝑮𝒊𝒏𝒊𝒎 = ∑ ∑ 𝒑𝒎𝒌𝒌′≠𝒌
|𝒌|
𝒌=𝟏 𝒑𝒎𝒌′ = 1 − ∑ 𝒑𝒎𝒌

𝟐|𝑘|
𝑘=1                            (1) 

where k represents the category, 𝑝𝑚𝑘 denotes the proportion of category k in node m, which 

can also be seen as the probability of two randomly sampled samples from node m having 

different category labels. 

The importance of feature x in node m, denoted as 𝑉𝐼𝑀𝑗𝑚
(𝐺𝑖𝑛𝑖)

, which is the change 

in Gini index before and after node m splits, is calculated using Eq. 2, 

𝑽𝑰𝑴𝒋𝒎
(𝑮𝒊𝒏𝒊)

=  𝑮𝒊𝒏𝒊𝒎 −  𝑮𝒊𝒏𝒊𝒍 −  𝑮𝒊𝒏𝒊𝒓                                   (2) 

where 𝑮𝒊𝒏𝒊𝒍and 𝑮𝒊𝒏𝒊𝒓 represent the Gini index of the two new nodes after the split of node 

m in the Random Forest. 

If feature xj appears in node i of decision tree i and is in the set M, then the 

importance of xj in tree i, denoted as 𝑽𝑰𝑴𝒊𝒋
(𝑮𝒊𝒏𝒊)

, is calculated as follows Eq. 3, 
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𝑽𝑰𝑴𝒊𝒋
(𝑮𝒊𝒏𝒊)

= ∑ 𝑉𝐼𝑀𝑗𝑚
(𝑮𝒊𝒏𝒊)

𝒎∈𝑴                                                        (3) 

Assuming that the texture feature xj appears in a total of n trees in the Random 

Forest, the evaluation formula for its final importance is Eq. 4, 

𝑽𝑰𝑴𝒋
(𝑮𝒊𝒏𝒊)

= ∑ 𝑽𝑰𝑴𝒊𝒋
(𝑮𝒊𝒏𝒊)𝒏

𝒊=𝟏                                                           (4) 

Finally, the calculated importance of texture features is sorted to obtain the required 

texture features. 

 

Dimensionality Reduction of Electronic Nose Data 
Original electronic nose data may contain a large number of features, which can 

lead to very high computational complexity during model training and inference. 

Dimensionality reduction can reduce the number of features, thus reducing computational 

complexity. Additionally, electronic nose data may contain some redundant information or 

noise, which can affect the model’s performance. Dimensionality reduction helps remove 

this redundant information, improving the model’s generalization ability and efficiency. 

Principal Component Analysis (PCA) was chosen in this study to reduce the dimensionality 

of electronic nose data (Tian et al. 2023). To verify whether the data is suitable for PCA, 

the Kaiser-Meyer-Olkin (KMO) test and Bartlett's sphericity test were conducted. The 

results indicate that the KMO sampling adequacy measure is 0.656, greater than 0.6, and 

the significance (sig) is less than 0.05, indicating that the data supports PCA. Following 

the criterion of eigenvalues greater than 1, two common factors are extracted, contributing 

to a cumulative variance of 87.2%. Hence, extracting two common factors can reflect 

87.2% of the variance in the original data, achieving dimensionality reduction of electronic 

nose data. 

 

Information Fusion Method 
The spectrometer provides spectral absorption information containing chemical 

bonds and functional groups, while the electronic nose provides comprehensive gas 

information obtained using a cross-sensitive gas sensor array. Images capture color and 

texture information from the material surface. These three types of information are fused 

using a feature set fusion method (Jia et al. 2021). Features are extracted from each data 

source, and they are combined to form larger feature vectors. Here, the weight of each 

information type is set to 1. The fused information obtained is used as input to evaluate the 

performance of the alfalfa hay quality detection model based on multi-source information 

fusion. 

 

Alfalfa Hay Quality Model Construction and Optimization 
In this study, three algorithms, namely Support Vector Machine (SVM), Extreme 

Learning Machine (ELM), and Multi-Layer Perceptron (MLP), were employed to explore 

the optimal model for identifying the quality of alfalfa hay. The model evaluation criterion 

was the confusion matrix method, which assesses the model's performance based on the 

accuracy of identification. In this experiment, the preprocessed dataset was subjected to 

10-fold cross validation, dividing it into 10 equally sized subsets. Each time, 9 subsets were 

used as the training set, and the remaining 1 subset was used as the testing set. This process 

was repeated 10 times, selecting different subsets as the testing set. Finally, take the 

average of these 10 evaluation results as the performance indicator of the model. 

Regression models were established for spectral bands, and the predictive results are shown 
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in Table 1. Classification models were built for image and electronic nose data, with results 

presented in Tables 2 and 3, respectively. The model results for fused information are 

shown in Table 4. 

Support Vector Machine (SVM) is a common machine learning algorithm used for 

classification and regression problems (Shen et al. 2023). In classification tasks, the 

working principle of SVM is as follows: The first step is to map data to a high-dimensional 

feature space. Then one finds a hyperplane in the feature space that maximizes the margin 

between different classes of samples. The distance from samples to the hyperplane is called 

support vectors, which determine the position of the hyperplane. New samples can be 

mapped to the feature space and classified through the hyperplane. The advantages of SVM 

include: applicable to linearly separable and non-linearly separable data; capable of 

handling high-dimensional data, which is effective for problems with many features; 

providing good results even with a small number of samples; and an ability to handle non-

linear problems by selecting different kernel functions (Qin et al. 2017). Using cross-

validation techniques to search for the best penalty factor (C) and radial basis function 

parameters (γ), the values of C and γ selected for the feature wavelengths extracted from 

the full spectrum, CARS, and SAP are respectively 1 1000 100 and 0.1 0.01 0.01. From 

the results, it can be observed that using the full spectrum as input led to overfitting due to 

the large data dimensionality and high model complexity. The model established using 

feature wavelengths extracted from CARS performed better than SAP, hence CARS-

extracted feature wavelengths were chosen to build the fusion model. 

Extreme Learning Machine (ELM) is a fast and effective machine learning 

algorithm used for solving classification and regression problems. Compared to traditional 

neural network algorithms, ELM has faster training speed and better generalization 

capabilities (Swati et al. 2023). The training process of ELM is very simple and efficient: 

it randomly initializes the weight matrix and threshold vector of the hidden layer, maps the 

input data through the nonlinear mapping of the hidden layer to obtain the output of the 

hidden layer, uses least squares method or other methods to perform linear regression 

between the output of the hidden layer and the target, and obtains the weight matrix of the 

output layer to complete model training. The advantages of ELM include . fast training 

speed. Unlike traditional neural network algorithms, ELM does not require an iterative 

optimization process; it can quickly train models by randomly selecting weight matrices 

and threshold vectors, and it has strong generalization capabilities (Mumtaz et al. 2022). 

The weights in ELM are fixed during training, allowing the generalization capability of the 

model to be transferred to the linear regression in the output layer, thereby avoiding 

overfitting problems in traditional neural networks. However, ELM also has some 

limitations: it may be affected by data containing a large amount of noise; random 

initialization of weight matrices and threshold vectors may lead to different model 

performances for different random initialization results. In this experiment, the number of 

hidden layers was set to 10 for building models using spectral and fusion information, and 

set to 100 for building models using image and electronic nose data. 

Multi-Layer Perceptron (MLP) is a common type of Artificial Neural Network 

(ANN) model used to solve supervised learning problems, including classification and 

regression tasks (Ma et al. 2023). MLP consists of multiple layers of neurons, each layer 

connected to all neurons in the previous layer, with one or more hidden layers except for 

the input layer, and the last layer being the output layer. The working principle of MLP 

involves training the network using the backpropagation algorithm to minimize the error 

between the predicted output and the actual labels. During training, the forward 
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propagation calculates the output for each sample, then the error is computed and the 

weights in the network are adjusted through backpropagation to minimize the error. Each 

neuron in MLP has an activation function to introduce nonlinearity. Common activation 

functions include sigmoid, ReLU (Rectified Linear Unit), and tanh, among others. 

Nonlinear activation functions enable MLP to learn and represent complex nonlinear 

relationships, resulting in better fitting of data (Najmeh et al. 2022). The advantage of MLP 

is that it can automatically learn effective feature representations from raw data, has good 

generalization ability, and the calculation process can be highly parallelized, which helps 

to improve training speed and performance. MLP has important hyperparameters including 

the number of hidden layers, the number of neurons in each hidden layer, learning rate, 

regularization parameter, etc. The selection of these hyperparameters is crucial for the 

performance and generalization capability of the model, and usually requires tuning 

through techniques such as cross-validation. In this experiment, the number of hidden 

layers was set to 100, learning rate was set to 0.01, and the random seed (rng) was set to 0. 

 

Table 1. Prediction Results of Regression Models Based on Near-Infrared 
Spectroscopy 

Model Pretreatment Bands used 
for modeling 

Feature 
extraction 
method 

Training set Test set 

RMSE R2 RMSE R2 

SVM SG full spectrum  0.0209 0.9978 0.3195 0.1894 

feature 
wavelength 

CARS 0.1385 0.9079 0.2161 0.8217 

SPA 0.2937 0.8031 0.2438 0.6565 

ELM SG full spectrum  0.0986 0.9628 0.2645 0.3820 

feature 
wavelength 

CARS 0.2275 0.8726 0.4017 0.7158 

SPA 0.2438 0.8138 0.5671 0.6932 

MLP SG full spectrum  0.0567 0.9723 0.3523 0.2627 

feature 
wavelength 

CARS 0.3257 0.8231 0.4096 0.7139 

SPA 0.4587 0.7524 0.3199 0.6395 

 

Table 2. Prediction Results of Classification Model Based on Images 

Model Pretreatment Bands used for 
modeling 

Feature 
extraction 
method 

Accuracy 

Training set Test set 

SVM AWTD All Features  93.518% 88.356% 

Extracted 
Features 

Color 
Histogram 

RF 
95.074% 91..297% 

ELM AWTD All Features  90.740% 85.458% 

Extracted 
Features 

Color 
Histogram 

RF 
95.370% 91.562% 

MLP AWTD All Features  90.148% 77.851% 

Extracted 
Features 

Color 
Histogram 

RF 
91.259% 80.754% 

 
 

  



 

PEER-REVIEWED ARTICLE bioresources.cnr.ncsu.edu 

 

 

Yang et al. (2024). “Alfalfa quality assessment,” BioResources 19(3), 4531-4546.  4542 

Table 3. Prediction Results of Classification Model Based on Electronic Nose 

Model Bands used for 
modeling 

Accuracy 

Training set Test set 

SVM All Features 75.037% 78.333% 

PCA Extracted 
Features 

78.518% 72.259% 

ELM All Features 67.592% 75.253% 

PCA Extracted 
Features 

73.254% 71.586% 

MLP All Features 85.351% 80.549% 

PCA Extracted 
Features 

80.569% 74.317% 

 

Table 4. Model Prediction Results based on Fusion of Near Infrared 
Spectroscopy, Imaging, and Electronic Nose Information 

Model Training set Test set 

RMSE R2 Accuracy RMSE R2 Accuracy 

SVM 0.1379 0.9486 99.074% 0.1728 0.9239 100% 

ELM 0.2134 0.9145 93.452% 0.3384 0.8036 91.522% 

MLP 0.2585 0.8624 90.218% 0.3058 0.8159 87.884% 

 

    
 

Fig. 6. Line chart of estimated vs actual values for the SG-CARS -SVM Model based on fused 
information 

    
Fig. 7. Prediction accuracy for the SG-CARS -SVM Model based on fused information 



 

PEER-REVIEWED ARTICLE bioresources.cnr.ncsu.edu 

 

 

Yang et al. (2024). “Alfalfa quality assessment,” BioResources 19(3), 4531-4546.  4543 

 
RESULTS AND DISCUSSION 
 

This study utilized near-infrared spectroscopy, image processing, electronic nose 

technology, and various preprocessing and feature extraction methods to successfully 

establish a predictive model for the quality of alfalfa hay based on the fusion of multiple 

sources of information. For spectroscopic data, SG convolution smoothing was used to 

process the alfalfa hay spectroscopic data in the range of 430 to 1830 nm to reduce noise 

interference. Then the competitive adaptive reweighted sampling (CARS) algorithm and 

successive projections algorithm (SPA) were used to extract feature wavelengths from the 

spectral bands, effectively extracting key information related to crude fat content in alfalfa 

hay from complex spectroscopic data. For image data, adaptive wavelet thresholding was 

selected to denoise images and extracted color and texture features since alfalfa hay 

undergoes significant changes in color and texture after mold growth. Nine color features 

were extracted, including RGB, and the random forests (RF) algorithm was used to extract 

10 texture features including energy, entropy, contrast, and variance from 22 texture 

features based on importance ranking. For electronic nose data, unstable data were 

excluded to eliminate external interference and then used principal component analysis was 

applied to reduce data dimensionality, decrease computational complexity, and improve 

the model’s generalization ability and efficiency. 

When objects are illuminated by near-infrared light, different chemical 

compositions with different chemical groups inside them correspond to different group 

frequencies and generate spectral feature absorption peaks at different positions. Therefore, 

near-infrared spectroscopy can be used for qualitative analysis of substances. In this 

experiment, a quantitative prediction model was established for crude fat in alfalfa hay 

based on near-infrared spectroscopy using SVM, ELM, and MLP algorithms. It was found 

that using the full spectrum as input led to overfitting due to high data dimensionality and 

model complexity. The model established based on feature wavelengths extracted by 

CARS outperformed SAP, hence the CARS-extracted feature wavelengths were selected 

to establish the fusion model. Subsequently, by combining image and electronic nose data 

with machine learning algorithms, a qualitative discrimination model was built to detect 

mold growth in alfalfa hay effectively. Finally, using feature set fusion method, there was 

a merging of spectroscopic, image, and electronic nose data to separately establish 

quantitative detection models and qualitative discrimination models for alfalfa hay. 

The results demonstrated that the fusion information-based models achieved higher 

accuracy than models based on single information. The fusion information model 

performed best under the SG-CARS-SVM algorithm combination, with testing set root 

mean square error and determination coefficient values of 0.1728 and 0.9239, respectively 

- higher than the best results of 0.2161 and 0.8217 achieved by the prediction model based 

on near-infrared spectroscopy. The fusion information model achieved 100% accuracy in 

discriminating mold growth, surpassing the best results of 91.562% and 80.549% from 

models based on image and electronic nose data. 

In summary, this study not only successfully established predictive models for 

alfalfa quality using near-infrared spectroscopy, image processing, electronic nose 

technology, and machine learning algorithms but also confirmed the effectiveness and 

reliability of these models in accurately predicting the nutritional content of alfalfa. This 

innovative approach will provide more effective tools and methods for agricultural 

production. 



 

PEER-REVIEWED ARTICLE bioresources.cnr.ncsu.edu 

 

 

Yang et al. (2024). “Alfalfa quality assessment,” BioResources 19(3), 4531-4546.  4544 

 

However, this study also has certain limitations and areas for improvement. Noise 

and lighting changes during the image processing may affect the results, requiring further 

optimization of algorithms and technologies. Additionally, the limited sample size may 

lead to results lacking universality. Subsequent experiments will need to be conducted on 

a large sample basis to enhance the reliability and stability of the models. 

 
 

CONCLUSIONS 
 
1. This study explored the integration of image processing techniques, electronic nose 

technology, and spectroscopy for evaluating the quality of alfalfa hay. By harnessing 

high-resolution imaging, electronic nose outputs, and spectral data from alfalfa hay, 

coupled with machine learning algorithms, it was possible to present a novel, non-

contact, efficient, and non-destructive method for assessing forage quality.  

2. The experimental results demonstrated that the SG-CARS-SVM based fusion 

Information model delivered exceptional accuracy and reliability in determining forage 

quality, achieving a 100% accuracy rate on the test set. surpassing the best results of 

91.562% and 80.549% from models based on image and electronic nose data. 

Furthermore, it reported a root mean square error of 0.15018 and a coefficient of 

determination (R^2) of 0.92151, respectively - higher than the best results of 0.2161 

and 0.8217 achieved by the prediction model based on near-infrared spectroscopy, 

underscoring its effectiveness. 

3. By amalgamating visual, olfactory, and spectral analyses, this research offers a holistic 

approach to forage quality assessment. This groundbreaking method stands to benefit 

agricultural and livestock management practices significantly, paving the way for more 

sustainable agricultural advancements. 
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